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About This Guide

This OmniSwitch AOS Release 6 Advanced Routing Configuration Guide describes how to set up and
monitor advanced routing protocols for operatiom ilive network environment. The routing protocols
described in this manual are purchased as an agaakage to the base switch software.

Supported Platforms

This information in this guide applies to the felimg products:

OmniSwitch 9000E Series (with Jadvrout.img filetaiked)
OmniSwitch 6850E Series (with Kadvrout.img file talted)
OmniSwitch 6855 Series (with Kadvrout.img file iaked)

Unsupported Platforms

The information in this guide does not apply to fikowing products:

OmniSwitch (original version with no numeric modeame)
OmniSwitch 6400 Series

OmniSwitch 6600 Family

OmniSwitch 6800 Family

OmniSwitch 6850 Series

OmniSwitch 7700/7800

OmniSwitch 8800

OmniSwitch 9000

Omni Switch/Router

OmniStack

OmniAccess
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Who Should Read this Manual?

The audience for this user guide is network adrigtisrs and IT support personnel who need to cenfig
ure, maintain, and monitor switches and routews lime network. However, anyone wishing to gain
knowledge on how advanced routing software feataresmplemented in the OmniSwitch 6855 Series,
OmniSwitch 9000E Series, and OmniSwitch 6850E Seaswatches will benefit from the material in this
configuration guide.

When Should | Read this Manual?

Read this guide as soon as you are ready to irieegoar OmniSwitch into your network and you are
ready to set up advanced routing protocols. Yowkhalready be familiar with the basics of managing
single OmniSwitch as described in Beni Svitch AOS Release 6 Switch Management Guide.

The topics and procedures in this manual assunuaderstanding of the OmniSwitch directory structure
and basic switch administration commands and proesd This manual will help you set up your
switches to route on the network using routing geots, such as OSPF.

What is in this Manual?

This configuration guide includes information aboahbfiguring the following features:
e Open Shortest Path First (OSPF) protocol

¢ Intermediate System-to-Intermediate System (ISpt8jocol

e Border Gateway Protocol (BGP)

e Multicast routing boundaries

e Distance Vector Multicast Routing Protocol (DVMRP)

¢ Protocol-Independent Multicast (PIM)—Sparse Modenge Mode, and Source-Specific Multicast

What is Not in this Manual?

The configuration procedures in this manual use @and Line Interface (CLI) commands in all exam-
ples. CLI commands are text-based commands usedriage the switch through serial (console port)
connections or via Telnet sessions. Procedurestfi@r switch management methods, such as web-based
(WebView or OmniVista) or SNMP, are outside theeof this guide.

For information on WebView and SNMP switch managetmeethods consult themni Switch AOS
Release 6 Snitch Management Guide. Information on using WebView and OmniVista canftwend in the
context-sensitive on-line help available with thoséwork management applications.

This guide provides overview material on softwaattires, how-to procedures, and application exanple
that will enable you to begin configuring your Or@niitch. It is not intended as a comprehensive refer
ence to all CLI commands available in the OmniSkviteor such a reference to all OmniSwitch AOS
Release 6 CLI commands, consult @mniSvitch CLI Reference Guide.
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About This Guide How is the Information Organized?

How is the Information Organized?

Chapters in this guide are broken down by softi@aeure. The titles of each chapter include prdtoco
feature names (e.g., OSPF, PIM) with which mosivogt professionals are familiar.

Each software feature chapter includes sectiortsatitissatisfy the information requirements of caku
readers, rushed readers, serious detail-orientgtere, advanced users, and beginning users.

Quick Information . Most chapters includespecifications table that lists RFCs and IEEE specifications
supported by the software feature. In additiors thble includes other pertinent information sugiméni-
mum and maximum values and sub-feature supportt bh@pters also includedafaults table that lists

the default values for important parameters aloitg the CLI command used to configure the parameter
Many chapters include Quick Steps section, which is a procedure covering the basigssrequired to get
a software feature up and running.

In-Depth Information . All chapters includeverview sections on the software feature as well as on
selected topics of that software featurepical sections may often lead intprocedure sections that
describe how to configure the feature just desdri®rious readers and advanced users will alddtiie
manyapplication examples, located near the end of chapters, helpful. Appiic examples include
diagrams of real networks and then provide solstiasing the CLI to configure a particular feature,
more than one feature, within the illustrated netwo

Documentation Roadmap

The OmniSwitch user documentation suite was dedigmsupply you with information at several critica
junctures of the configuration process. The follagvsection outlines a roadmap of the manuals tiat w
help you at each stage of the configuration prodgsder each stage, we point you to the manual or
manuals that will be most helpful to you.

Stage 1: Using the Switch for the First Time

Pertinent Documentation: Getting Started Guide
Release Notes

A hard-copyGetting Sarted Guide is included with your switch; this guide providasthe information
you need to get your switch up and running the finse. It provides information on unpacking theitsw,
rack mounting the switch, installing NI modules|agking access control, setting the switch’s |Pradd,
and setting up a password. It also includes sutowerview information on fundamental aspects ef th
switch, such as hardware LEDs, the software dirgatucture, CLI conventions, and web-based
management.

At this time you should also familiarize yourselitlwvthe Release Notes that accompanied your switch.
This document includes important information ortdiea limitations that are not included in otherruse
guides.
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Stage 2: Gaining Familiarity with Basic Switch Functions

Pertinent Documentation: Hardware Users Guide
Switch Management Guide

Once you have your switch up and running, you wiht to begin investigating basic aspects of itslha
ware and software. Information about switch har@warprovided in thélardware Users Guide. This
guide provide specifications, illustrations, andatétions of all hardware components, such assihias
power supplies, Chassis Management Modules (CMNiswork Interface (NI) modules, and cooling
fans. It also includes steps for common procedsesh as removing and installing switch components.

The Switch Management Guide is the primary users guide for the basic softWaatures on a single
switch. This guide contains information on the sWitlirectory structure, basic file and directoryitigs,
switch access security, SNMP, and web-based maragehis recommended that you read this guide
before connecting your switch to the network.

Stage 3: Integrating the Switch Into a Network

Pertinent Documentation: Network Configuration Guide
Advanced Routing Configuration Guide

When you are ready to connect your switch to thevoek, you will need to learn how the OmniSwitch
implements fundamental software features, suctDasl®, VLANs, Spanning Tree, and network routing
protocols. TheNetwork Configuration Guide contains overview information, procedures, and epason
how standard networking technologies are configimegtie OmniSwitch.

The Advanced Routing Configuration Guide includes configuration information for networks nii
advanced routing technologies (OSPF and BGP) ariticast routing protocols (DVMRP and PIM-SM).

Anytime

The OmniSwnitch AOS Release 6 CLI Reference Guide contains comprehensive information on all CLI
commands supported by the switch. This guide iredusyntax, default, usage, example, related CLI
command, and CLI-to-MIB variable mapping informatior all CLI commands supported by the switch.
This guide can be consulted anytime during theigardition process to find detailed and specifioinf
mation on each CLI command.
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About This Guide Related Documentation

Related Documentation

The following are the titles and descriptions dftlaé¢ related OmniSwitch AOS Release 6 user manuals

Omni Switch 6855 Series Getting Started Guide

Describes the basic information you need to unpaxkidentify the components of your OmniSwitch
6855 shipment. Also provides information on théi@hiconfiguration of the switch.

Omni Switch 9000E Series Getting Sarted Guide

Describes the hardware and software proceduragetting an OmniSwitch 9000E Series up and
running. Also provides information on fundamentgpects of OmniSwitch software architecture.

Omni Switch 6850E Series Getting Started Guide

Describes the hardware and software proceduregetting an OmniSwitch 6850E Series switch up
and running. Also provides information on fundana¢aspects of OmniSwitch software architecture

Omni Switch 6855 Series Hardware User Guide

Complete technical specifications and procedurealfdmniSwitch 6855 Series chassis, power
supplies, and fans.

Omni Switch 9000E Series Hardware Users Guide

Complete technical specifications and procedurealfdmniSwitch 9000E Series chassis, power
supplies, fans, and Network Interface (NI) modules.

Omni Switch 6850E Series Hardware User Guide

Complete technical specifications and procedurealfdmniSwitch 6850E Series chassis, power
supplies, and fans.

OmniSwitch AOS Release 6 CLI Reference Guide

Complete reference to all CLI commands supportetherOmniSwitch 6850E, 6855, and 9000E.
Includes syntax definitions, default values, exaraplsage guidelines and CLI-to-MIB variable
mappings.

Omni Switch AOS Release 6 Switch Management Guide

Includes procedures for readying an individual slwior integration into a network. Topics include
the software directory architecture, image rollbpobtections, authenticated switch access, managing
switch files, system configuration, using SNMP, aisthg web management software (WebView).
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Related Documentation About This Guide

e OmniSwitch AOS Release 6 Network Configuration Guide

Includes network configuration procedures and detiee information on all the major software
features and protocols included in the base softywackage. Chapters cover Layer 2 information
(Ethernet and VLAN configuration), Layer 3 inforrmat (routing protocols, such as RIP), security
options (authenticated VLANS), Quality of Servi€go§S), and link aggregation.

e OmniSwitch AOS Release 6 Advanced Routing Configuration Guide

Includes network configuration procedures and detee information on all the software features and
protocols included in the advanced routing softweekage. Chapters cover multicast routing
(DVMRP and PIM-SM), and OSPF.

e OmniSwitch AOS Release 6 Transceivers Guide

Includes information on Small Form Factor Pluggd8IEPs) and 10 Gbps Small Form Factor Plugga-
bles (XFPs) transceivers.

e Technical Tips, Field Notices
Includes information published by Alcatel-Lucentsstomer Support group.
* Release Notes

Includes critical Open Problem Reports, featureepiions, and other important information on the
features supported in the current release andimmitations to their support.
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About This Guide User Manual CD

User Manual CD

Some products are shipped with documentation imdwh a User Manual CD that accompanies the
switch. This CD also includes documentation foreothlcatel-Lucent data enterprise products.

All products are shipped with a Product Documeata@ard that provides details for downloading docu-
mentation for all OmniSwitch and other Alcatel-Lateata enterprise products.

All documentation is ilrPDF format and requires the Adobe Acrobat Reader arogor viewing. Acro-
bat Reader freeware is available at www.adobe.com.

Note. In order to take advantage of the documentatiDfs @lobal search feature, it is recommended that
you select the option feearching PDF files before downloading Acrobat Reader freeware.

To verify that you are using Acrobat Reader with ¢fiobal search option, look for the following lauritin

the toolbar:

Note. When printing pages from the documentation PDFsseadect Fit to Page if it is selected in your
print dialog. Otherwise pages may print with sligtgmaller margins.

Technical Support

An Alcatel-Lucent service agreement brings your pany the assurance of 7x24 no-excuses technical
support. You'll also receive regular software ugdab maintain and maximize your Alcatel-Lucentdsro
uct’s features and functionality and on-site handr@placement through our global network of highly
qualified service delivery partners. Additionallyith 24-hour-a-day access to Alcatel-Lucent’s Segvi
and Support web page, you'll be able to view andabp any case (open or closed) that you have egport
to Alcatel-Lucent’s technical support, open a nesecor access helpful release notes, technicaitimsl)
and manuals. For more information on Alcatel-Lute8ervice Programs, see our web page at
service.esd.alcatel-lucent.com, call us at 1-80R-8896, or email us at esd.support@alcatel-lucemt.c

Documentation Feedback

Alcatel-Lucent values comments on the quality asefuiness of the documentation. To send comments
on the OmniSwitch documentation use the followintaé address: feedback.osdocs@alcatel-lucent.com.
For document identification it's helpful to incluthee Document Title, Part Number and Revision (Wwhic
can be found on the title page) with any comments.
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1 Configuring OSPF

Open Shortest Path First routing (OSPF) is a skiopiath first (SPF), dink state, protocol. OSPF is an
interior gateway protocol (IGP) that distributesiting information between routers in a single Awton
mous System (AS). OSPF chooses the least-coshpdtte best path. OSPF is suitable for complex
networks with large numbers of routers since itvtes faster convergence where multiple flows to a
single destination can be forwarded on one or rimdegfaces simultaneously.

In This Chapter

This chapter describes the basic components of @&BHow to configure them through the Command
Line Interface (CLI). CLI commands are used in¢befiguration examples; for more details about the
syntax of commands, see tBeniSwitch AOS Release 6 CLI Reference Guide.

Configuration procedures described in this chajpigude:

e |oading and enabling OSPF (sesge 1-1%

e Creating OSPF areas (gesge 1-1Y.

e Creating OSPF interfaces (sgezge 1-2]

e Creating virtual links (sepage 1-2}

e Configuring redistribution using route maps (page 1-23

For information on creating and managing VLANSs, ¥&enfiguring VLANS" in theOmniSwnitch AOS
Release 6 Network Configuration Guide.
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OSPF Specifications Configuring OSPF

OSPF Specifications

RFCs Supported 1370—Applicability Statement for OSPF
1850—O0SPF Version 2 Management Information
Base

2328—O0SPF Version 2
2370—The OSPF Opaque LSA Option
3101—The OSPF Not-So-Stubby Area (NSSA)

Option

3623—Graceful OSPF Restart
Platforms Supported OmniSwitch 6850E, 6855, 9000E
Maximum number of Areas (per router) 32

Maximum number of Interfaces (per router) 128

Number of Interfaces (per area) 100 (by default)
Note: For more information on how to increase the
number of interfaces per area, refer toAGS
Release 6.4.6 Release Notes.

Maximum number of Link State Database 96K
entries (per router)

Maximum number of neighbors (per router) 254

Maximum number of neighbors (per area) 128

Maximum number of ECMP gateways (pe# (OS6855)
destination) 16 (6850E, 9000E)

Maximum number of routes (per router) 96K (Dependinghe number of interfaces/neigh-
bors, this value may vary.)
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Configuring OSPF OSPF Defaults Table

OSPF Defaults Table

The following table shows the default settingshaf tonfigurable OSPF parameters:

Parameter Description Command Default Value/Comments

Enables OSPF. ip ospf status disabled

Enables an interface. ip ospf interface status disabled

Configures OSPF redistribution. ip redist disabled

Sets the overflow interval value. ip ospf exit-overflow-interval 0

Assigns a limit to the number of  ip ospf extlsdb-limit -1

External Link-State Database

(LSDB) entries.

Configures timers for Shortest Patlip ospf spf-timer delay: 5

First (SPF) calculation. hold: 10

Creates or deletes an area defaultip ospf area default-metric ToS: 0

metric. Type: OSPF
Cost: 1

Configures OSPF interface dead
interval.

ip ospf interface dead-interval

40 seconds (broadcast and
point-to-point)

120 seconds (NBMA and
point-to-multipoint)

Configures OSPF interface hello
interval.

ip ospf interface hello-interval

10 seconds (broadcast and
point-to-point)

30 seconds (NBMA and point-
to-multipoint)

Configures the OSPF interface cosp ospf interface cost 1
Configures the OSPF poll interval. ip ospf interface poll-interval 120 seconds
Configures the OSPF interface pri-ip ospf interface priority 1
ority.
Configures OSPF interface retransip ospf interface retrans-interval 5 seconds
mit interval.
Configures the OSPF interface tranp ospf interface transit-delay 1 second
sit delay.
Configures the OSPF interface typ@ ospf interface type broadcast
Configures graceful restart on ip ospf restart-support disabled
switches in a stack/redundant
CMMs.
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OSPF Quick Steps

The followings steps are designed to show the tiigenecessary set of commands for setting up amrout
to use OSPF:

1 Create a VLAN using thelan command. For example:
->vlan 5
->vlan 5 enable

2 Assign a router IP address and subnet mask to lthé\NMusing theip interface command. For exam-
ple:

-> ip interface vlan-5 vlan 5 address 120.1.4.1 mas k 255.0.0.0
3 Assign a port to the created VLANS using thi@n command. For example:

->vlan 5 port default 2/1

Note. The port will be statically assigned to the VLAN, @ VLAN must have a physical port assigned to
it in order for the router port to function. Howeythe router could be set up in such a way thdtilao
ports are dynamically assigned to VLANSs using VLANes. See the chapter titled “Defining VLAN
Rules” in theOmniSwitch AOS Release 6 Network Configuration Guide.

4 Assign a router ID to the router using theouter router-id command. For example:
-> ip router router-id 1.1.1.1

5 Load and enable OSPF using théoad ospfand thap ospf statuscommands. For example:
-> ip load ospf
-> ip ospf status enable

6 Create a backbone to connect this router to othexsan area for the router’s traffic, using ifhespf
areacommand. (Backbones are always labeled area @.0Fhr example:

-> ip ospf area 0.0.0.0
-> ip ospf area 0.0.0.1

7 Create an OSPF interface for each VLAN createdép &, using th@ ospf interface command. The
OSPF interface should use the same interface nagtefar the VLAN router IP created in Step 2. For
example:

-> ip ospf interface vlan-5

Note. The interface nameannot have spaces.

8 Assign the OSPF interface to the area and the loaekbsing thé ospf interface areacommand.
For example:

-> ip ospf interface vlan-5 area 0.0.0.0
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9 Enable the OSPF interfaces usingifhespf interface statuscommand. For example:
-> ip ospf interface vlan-5 status enable

10 You can now display the router OSPF settings bygiieshow ip ospfcommand. The output gener-
ated is similar to the following:
-> show ip ospf

Router ID
As setin Step 4

Router Id =1.1.1.1,

OSPF Version Number =2,
Admin Status = Enabled,
Area Border Router? =Yes,

AS Border Router Status = Disabled,
Route Redistribution Status = Disabled,
Route Tag =0,

SPF Hold Time (in seconds) =10,
SPF Delay Time (in seconds) =5,

MTU Checking = Disabled,

# of Routes =0,

# of AS-External LSAs =0,

# of self-originated LSAs =0,

# of LSAs received =0,

External LSDB Limit =-1,

Exit Overflow Interval =0,

# of SPF calculations done =1,

# of Incr SPF calculations done =0,

# of Init State Nbrs =0,

# of 2-Way State Nbrs =0,

# of Exchange State Nbrs =0,

# of Full State Nbrs =0,

# of attached areas =2,

# of Active areas =2
# of Transit areas =0,
# of attached NSSAs =0

11 You can display OSPF area settings usingstimv ip ospf areacommand. For example:

-> show ip ospf area 0.0.0.0

Area ldentifier =0.0.0.0, Areg 1D
Admin Status = Enabled, As setin Step 6
Operational Status = Up,

Area Type = normal,

Area Summary = Enabled,

Time since last SPF Run = 00h:08m: 37s,

# of Area Border Routers known =1,

# of AS Border Routers known =0,

# of LSAs in area =1,

# of SPF Calculations done =1,

# of Incremental SPF Calculations done =0,

# of Neighbors in Init State =0,

# of Neighbors in 2-Way State =0,

# of Neighbors in Exchange State =0,

# of Neighbors in Full State =0,

# of Interfaces attached =1

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 1-5



OSPF Quick Steps Configuring OSPF

12 You can display OSPF interface settings usingstt@v ip ospf interfacecommand. For example:

. . VLAN ID
-> show ip ospf interface vlan-5

As setin Step 1
Interface IP Name = vlan-3 /
VLAN Id =5, Interface ID

Interface IP Address =120.1.4.1, — Assetin Step 2
Interface IP Mask = 255.0.0.0,

Admin Status = Enabled, Inierfuc_e Status
Operational Status = Down, As set in Step 10
OSPF Interface State = Down,

Interface Type = Broadcast, Area ID
Area} Id =0.0.0.0, As setin Step 6
Designated Router IP Address =0.0.0.0,

Designated Router Routerld =0.0.0.0,

Backup Designated Router IP Address = 0.0.0.0,
Backup Designated Router Routerld =0.0.0.0,

MTU (bytes) = 1500,
Metric Cost =1,

Priority =1,

Hello Interval (seconds) =10,
Transit Delay (seconds) =1,
Retrans Interval (seconds) =5,
Dead Interval (seconds) =40,
Poll Interval (seconds) =120,
Link Type = Broadcast,
Authentication Type =simple,
Authentication Key = Set,

# of Events =0,

# of Init State Neighbors =0,

# of 2-Way State Neighbors =0,
# of Exchange State Neighbors =0,
# of Full State Neighbors =0
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OSPF Overview

Open Shortest Path First routing (OSPF) is a skioptth first (SPF), or link-state, protocol. OS®En
interior gateway protocol (IGP) that distributesiting information between routers in a Single Auton
mous System (AS). OSPF chooses the least-cosapdtie best path.

Each participating router distributes its locatst@.e., the router’'s usable interfaces, locaivoeks, and
reachable neighbors) throughout the AS by floodina link-state protocol, each router maintairtata-
base describing the entire topology. This dataiabailt from the collected link state advertisernseof
all routers. Each multi-access network that hdsagt two attached routers has a designated rantka
backup designated router. The designated routed$la link state advertisement for the multi-access
network.

When a router starts, it uses the OSPF Hello Pobtoadiscover neighbors. The router sends Helltkpa
ets to its neighbors, and in turn receives theltdHgackets. On broadcast and point-to-point nekspthe
router dynamically detects its neighboring routgrsending Hello packets to a multicast address. On
non-broadcast and point-to-multipoint networks, saranfiguration information is necessary in order t
configure neighbors. On all networks (broadcastanr-broadcast), the Hello Protocol also electssigde
nated router for the network.

Hello. Please respond... Hello. Please respond...

Are you a neighbor...

Are you a neighbor...
My link state is...

My link state is...

¥
\
\

01 6 O

OSPF Hello Protocol

The router will attempt to form full adjacencieshvall of its newly acquired neighbors. Only sonaér,

however, will be successful in forming full adjacess. Topological databases are synchronized batwee

pairs of fully adjacent routers.

Adjacencies control the distribution of routing freol packets. Routing protocol packets are sedit an
received only on adjacencies. In particular, disttion of topological database updates proceedwsalo
adjacencies.

Link state is also advertised when a router’s sthnges. A router’s adjacencies are reflectetlen t
contents of its link state advertisements. Thiatre@hship between adjacencies and link state altbes
protocol to detect downed routers in a timely faghi

Link state advertisements are flooded throughoait®8. The flooding algorithm ensures that all rosite
have exactly the same topological database. Th#bdae consists of the collection of link stateeatise-
ments received from each router belonging to tha.gfrom this database each router calculatesr& sho
est-path tree, with itself as root. This shortesthigree in turn yields a routing table for thetpool.
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OSPF Areas

OSPF allows collections of contiguous networks hosts to be grouped together asaega. Each area
runs a separate copy of the basic link-state rgulgorithm (usually called SPF). This means tlaahe
area has its own topological database, as explami previous section.

Inter-Area Routing

Intra-Area Intra-Area
Routing Routing
Router 1 Backbone Router 3

A \

Link State Link State
Messages Messages
\ y
Router 2 Router 4

Area 1 Area 2

OSPF Intra-Area and Inter-Area Routing

An area’s topology is visible only to the membefréhe area. Conversely, routers internal to a gevea
know nothing of the detailed topology externaltie airea. This isolation of knowledge enables to&opr
col to reduce routing traffic by concentrating omadl areas of an AS, as compared to treating thieeen
AS as a single link-state domain.

Areas cause routers to maintain a separate topallodgtabase for each area to which they are ctethec
(Routers connected to multiple areas are calted border routers). Two routers belonging to the same
area have identical area topological databases.

Different areas communicate with each other throagiickbone. The backbone consists of routers with
contacts between multiple areas. A backbone musbbgguous (i.e., it must be linked to all areas).

The backbone is responsible for distributing rogiiimformation between areas. The backbone itsalfdia
of the properties of an area. The topology of thekbone is invisible to each of the areas, whiéelthck-
bone itself knows nothing of the topology of theas.

All routers in an area must agree on that area'arpaters. Since a separate copy of the link-stgte a
rithm is run in each area, most configuration partars are defined on a per-router basis. All rauter
belonging to an area must agree on that area’sgroafion. Misconfiguration will keep neighbors fino
forming adjacencies between themselves, and OSIPRaowifunction.
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Classification of Routers

When an AS is split into OSPF areas, the routersuather divided according to function into thdd-
ing four overlapping categories:

¢ |nternal routers. A router with all directly connected networks drgging to the same area. These
routers run a single copy of the SPF algorithm.

e Area border routers. A router that attaches to multiple areas. Aremléorouters run multiple copies
of the SPF algorithm, one copy for each attached.akrea border routers condense the topological
information of their attached areas for floodingther areas.

e Backbone routers A router that has an interface to the backbohés ihcludes all routers that inter-
face to more than one area (i.e., area borderng)utéowever, backbone routers do not have to ba ar
border routers. Routers with all interfaces cone@td the backbone are considered to be intern&l ro
ers.

e AS boundary routers. A router that exchanges routing information wibhiters belonging to other
Autonomous Systems. Such a router has AS extesotes that are advertised throughout the Autono-
mous System. The path to each AS boundary routeragn by every router in the AS. This classifi-
cation is completely independent of the previoassifications (i.e., internal, area border, and
backbone routers). AS boundary routers may beriater area border routers, and may or may not
participate in the backbone.

Virtual Links

It is possible to define areas in such a way thatiackbone is no longer contiguous. (This is ndtleal
OSPF configuration, and maximum effort should belen@ avoid this situation.) In this case the gyste
administrator must restore backbone connectivitgdayfiguringvirtual links.

Virtual links can be configured between any twokimme routers that have a connection to a common
non-backbone area. The protocol treats two rojwéred by a virtual link as if they were connectadan
unnumbered point-to-point network. The routing poat traffic that flows along the virtual link uses
intra-area routing only, and the physical connecbetween the two routers is not managed by the
network administrator (i.e., there is no dedicatednection between the routers as there is witlOBEF
backbone).

Router A Router B

Backbone Virtual Link Backbone

OSPF Routers Connected with a Virtual Link

In the above diagram, Router A and Router B ar@eoted via a virtual link in Area 1, which is knoas
a transit area. Sé€reating Virtual Links” on page 1-2fbr more information.
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Stub Areas

OSPF allows certain areas to be configuregti@sareas. A stub area is an area with routers that have no
AS external Link State Advertisements (LSAS).

In order to take advantage of the OSPF stub ang@osty default routing must be used in the stula.are
This is accomplished by configuring only one of gieb area’s border routers to advertise a defaute

into the stub area. The default routes will mate destination that is not explicitly reachabledvyintra-
area or inter-area path (i.e., AS external desting}.

Backbone

Backbone

Area 1 Area 2 Area 3
(stub) (stub)

OSPF Stub Area

Area 1 and Area 3 could be configured as stub a&tab areas are configured using the OBRRISpf

area command, described fi€reating an Area” on page 1-1For more overview information on areas,
see"OSPF Areas” on page 1-8

The OSPF protocol ensures that all routers bel@ngiran area agree on whether the area has beég-con
ured as a stub. This guarantees that no confusibange in the flooding of AS external advertisents.

Two restrictions on the use of stub areas are:
¢ Virtual links cannot be configured through stubaare

e AS boundary routers cannot be placed internalutb ateas.
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Not-So-Stubby-Areas

NSSA, or not-so-stubby area, is an extension th#se OSPF specification and is defined in RFC 1587
An NSSA is similar to a stub area in many ways: é&&ernal LSAs are not flooded into an NSSA and
virtual links are not allowed in an NSSA. The primdifference is that selected external routinginia-
tion can be imported into an NSSA and then rediisted into the rest of the OSPF routing domain.séhe
routes are imported into the NSSA using a new Lt Type-7 LSA. Type-7 LSAs are flooded within
the NSSA and are translated at the NSSA bound#myAiS-external LSAs so as to convey the external
routing information to other areas.

NSSAs enable routers with limited resources toigpete in OSPF routing while also allowing the onip
of a selected number of external routes into tka.adfor example, an area which connects to a small
external routing domain running RIP may be conféglias an NSSA. This will allow the import of RIP
routes into this area and the rest of the OSPRn@uaibmain and at the same time, prevent the flugpdf
other external routing information (learned, fommple, through RIP) into this area.

All routers in an NSSA must have their OSPF ardmdd as an NSSA. To configure otherwise will
ensure that the router will be unsuccessful inbdistsing an adjacent in the OSPF domain.

Totally Stubby Areas

In Totally Stubby Areas the ABR advertises a defeaute to the routers in the totally stubby araa b
does not advertise any inter-area or external L&&sa result, routers in a totally stubby area kromby
the routes for destination networks in the stula@md have a default route for any other destinatio
outside the stub.

Note. Virtual links cannot be configured through totadtybby areas.

The router memory is saved when using stub areeonlkes by filtering Type 4 and 5 LSAs. This concept
has been extended with Totally Stubby Areas bgrfilg Type 3 LSAs (Network Summary LSA) in addi-
tion to Type 4 and 5 with the exception of one Erifype 3 LSA used to advertise a default routdiwit
the area.

The following is an example of a simple totallytghy configuration with Router B being an ABR
between the backbone area 0 and the stub areauferRois in area 1.1.1.1, totally stubby area:

OSPF Area 0
192.168.50.0/24

OSPF Area 1
192.168.12.1 Totally Stubby 192.168.12..
| ) | I

Router A Router B

Totally Stubby Area Example

Note. See“Configuring a Totally Stubby Area” on page 1-k% information on configuring Totally
Stubby Areas.

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 1-11



OSPF Overview Configuring OSPF

Equal Cost Multi-Path (ECMP) Routing

Using information from its continuously updatedatsses, OSPF calculates the shortest path toa give
destination. Shortest path is determined from metiues at each hop along a path. At times, twaane
paths to the same destination will have the santagrmst.

In the network illustration below, there are twdhgafrom Source router A to Destination router BeO
path traverses two hops at routers X and Y andéend path traverses two hops at M and N. Ifated t
cost through X and Y to B is the same as the dastand N to B, then these two paths have equsl co
In this version of OSPF both paths will be storad ased to transmit data.

Y

X
)a%l Iy

EE I
Source (A) Destination (B)

% | I

M N

Multiple Equal Cost Paths

Delivery of packets along equal paths is basedawsfrather than a round-robin scheme. Equal sost i
determined based on standard routing metrics. Hewether variables, such as line speed, are not
considered. So it is possible for OSPF to decidefaths have an equal cost even though one magioont
faster links than another.

Non Broadcast OSPF Routing

OSPF can operate in two modes on non-broadcasbriegswNBMA and point-to-multipoint. The inter-
face type for the corresponding network segmentlshize set to non-broadcast or point-to-multipoint,
respectively.

For non-broadcast networks neighbors should bialigtconfigured. For NBMA neighbors the eligibil-
ity option must be enabled for the neighboring eowd participate in Designated Router (DR) elettio

For the correct working of an OSPF NBMA networKubly meshed network is mandatory. Also, the
neighbor eligibility configuration for a router @very other router should match the routers interfa
priority configuration.

See“Configuring Static Neighbors” on page 1-8% more information and setting up static neigisbo

page 1-12 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Configuring OSPF OSPF Overview

Graceful Restart on Stacks with Redundant Switches

OmniSwitch stacks with two or more switches carmpsupredundancy where if the primary switch fails o
goes offline for any reason, the secondary swidhstantly notified. The secondary switch autoozdity
assumes the primary role. This switch between timeguy and secondary switches is knownaksover.

When a takeover occurs, which can be planned tagysers performs the takeover) or unplanned, (e.g
the primary switch unexpectedly fails), an OSPRebwmust reestablish full adjacencies with allitsvi-
ously fully adjacent neighbors. This time periodeen the restart and the reestablishment of aljace
cies is termedgyraceful restart.

In the network illustration below, a helper routeguter Y, monitors the network for topology chasge
As long as there are none, it continues to adweitssL SAs as if the restarting router, Router Zdh
remained in continuous OSPF operation (i.e., Rovt®t SAs continue to list an adjacency to Router X
over network segment S, regardless of the adjat®nayrent synchronization state).

Router B
Restarting Router X Helping Router Y || iEmmnmmmminn )
\_Network Segment S \
el | e |
| e ——— | ([ ssmsssjessssmsssssmsasssncoy
Router A Router C

OSPF Graceful Restart Helping and Restarting RoutelExample

If the restarting router, Router X, was the Desigda&Router (DR) on network segment S when the help-
ing relationship began, the helper neighbor, Rovtenaintains Router X as the DR until the helpiaa-
tionship is terminated. If there are multiple adjacies with the restarting Router X, Router Y il as a
helper on all other adjacencies.

Continuous forwarding during a graceful restartadeds on several factors. If the secondary modudeaha
different router MAC than the primary module, opife or more ports of a VLAN belonged to the
primary module, spanning tree re-convergence ndghtpt forwarding state, even though OSPF
performs a graceful restart.

Note. See“Configuring Redundant Switches in a Stack for @fatRestart” on page 1-38r more infor-
mation on configuring graceful restart.
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Graceful Restart on Switches with Redundant CMMs

A chassis-based switch with two Chassis manageMedules (CMMs) can support redundancy where if
the primary CMM fails or goes offline for any reasthe secondary CMM is instantly notified. The
secondary CMM automatically assumes the primang. rbhis switch between the primary and secondary
CMMs is known agakeover.

When a takeover occurs, which can be planned tagysers performs the takeover) or unplanned, (e.g
the primary CMM unexpectedly fails), an OSPF roumerst reestablish full adjacencies with all itsvypre
ously fully adjacent neighbors. This time periodwren the restart and the reestablishment of amljace
cies is termedgyraceful restart.

In the network illustration below, a helper routeguter Y, monitors the network for topology chasge
As long as there are none, it continues to adweitssL SAs as if the restarting router, Router Zdh
remained in continuous OSPF operation (i.e., Rovt®t SAs continue to list an adjacency to Router X
over network segment S, regardless of the adjat®nayrent synchronization state).

Router B

ST 2T

Restarting router X Helping router Y WH

Network Segment S

Gt 61 &
Bt 61 &

&t Bt ¢

Gt G O

[ i

Router A Router C
OSPF Graceful Restart Helping and Restarting RoutelExample

If the restarting router, Router X, was the Desigda&Router (DR) on network segment S when the help-
ing relationship began, the helper neighbor, Ro¥tenaintains Router X as the DR until the helpiaa-
tionship is terminated. If there are multiple a@jacies with the restarting Router X, Router Y il as a
helper on all other adjacencies.

Note. See“Configuring Redundant CMMs for Graceful Restart! page 1-34or more information on
configuring graceful restart.
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Configuring OSPF

Configuring OSPF on a router requires several s@ppending on your requirements, you may not need
to perform all of the steps listed below.

By default, OSPF is disabled on the router. ConmfigifOSPF consists of these tasks:

e Set up the basics of the OSPF network by configuitie required VLANS, assigning ports to the
VLANSs, and assigning router identification numbtrghe routers involved. This is described in
“Preparing the Network for OSPF” on page 1-16

e Enable OSPF. When the image file for advancedmguis installed, you must load the code and
enable OSPF. The commands for enabling OSPF aceilukx$ in“Activating OSPF” on page 1-16

e Create an OSPF area and the backbone. The comnuacdsite areas and backbones are described in
“Creating an OSPF Area” on page 1-17

e Set area parameters (optional). OSPF will run thithdefault area parameters, but different networks
may benefit from modifying the parameters. Modifymrea parameters is describedGonfiguring
Stub Area Default Metrics” on page 1-19

e Create OSPF interfaces. OSPF interfaces are craatedssigned to areas. Creating interfaces is
described irfCreating an Interface” on page 1-28nhd assigning interfaces is describetiissigning
an Interface to an Area” on page 1-20

e Set interface parameters (optional). OSPF willwith the default interface parameters, but différen
networks may benefit from modifying the parametéiso, it is possible to set authentication on an
interface. Setting interface authentication is desd in“Interface Authentication” on page 1-24nd
modifying interface parameters is describetiMiodifying Interface Parameters” on page 1-22

e Configure virtual links (optional). A virtual linls used to establish backbone connectivity when two
backbone routers are not physically contiguousciBate a virtual link, seé&reating Virtual Links”
on page 1-22

e Create a redistribution policy and enable the sasieg route maps (optional). To create route maps,
see“Configuring Redistribution” on page 1-23

e Configure router capabilities (optional). There segeral commands that influence router operation.
These are covered briefly in a tablé'@onfiguring Router Capabilities” on page 1-30

e Create static neighbors (optional). These commaldg you to statically configure neighbors. See
“Configuring Static Neighbors” on page 1-32

e Configure redundant switches for graceful OSPFRaregbptional). Configuring switches with redun-
dant switches for graceful restart is describetCionfiguring Redundant Switches in a Stack for
Graceful Restart” on page 1-33

e Configure redundant CMMs for graceful OSPF regstional). Configuring switches with redun-
dant switches for graceful restart is describetCionfiguring Redundant CMMs for Graceful Restart”
on page 1-34

At the end of the chapter is a simple OSPF netwlaagram with instructions on how it was createdaon
router-by-router basis. SE®@SPF Application Example” on page 1-8% more information.
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Preparing the Network for OSPF

OSPF operates on top of normal switch functiongguexisting ports, virtual ports, VLANS, etc. The
following network components should already be mped:

e Configure VLANS that are to be used in the OSPF netork. VLANS should be created for both the
backbone interfaces and all other connected dettegawill participate in the OSPF network. A
VLAN should exist for each instance in which thekizone connects two routers. VLAN configura-
tion is described in “Configuring VLANS” in themni Switch AOS Release 6 Network Configuration
Guide.

¢ Assign IP interfaces to the VLANSsIP interfaces, or router ports, must be assignaded/LAN.
Assigning IP interfaces is described in “Configgri®” in theOmniSwitch AOS Release 6 Network
Configuration Guide.

¢ Assign ports to the VLANs The physical ports participating in the OSPF meknmust be assigned to
the created VLANS. Assigning ports to a VLAN is deised in “Assigning Ports to VLANS” in the
Omni Switch AOS Release 6 Network Configuration Guide.

e Set the router identification number. (optional) The routers participating in the OS#fwork must
be assigned a router identification number. Thimiber can be any number, as long as it is in standar
dotted decimal format (e.g., 1.1.1.1). Router idimation number assignment is discussed in “Config
uring IP” in theOmniSwitch AOS Release 6 Network Configuration Guide. If this is not done, the
router identification number is automatically théwary interface address.

Activating OSPF

To run OSPF on the router, the advanced routingg@maust be installed. For information on how to
install image files, see th@mniSwitch AOS Release 6 Switch Management Guide.

After the image file has been installed onto th&eo you will need to load the OSPF software into
memory and enable it, as described below.

Loading the Software

To load the OSPF software into the router’s runriogfiguration, enter thip load ospfcommand at the
system prompt:

-> ip load ospf

The OPSF software is now loaded into memory, andoeaenabled.

Enabling OSPF

Once the OSPF software has been loaded into theri®wnning configuration (either through the Qicl
on startup), it must be enabled. To enable OSP& romter, enter thip ospf statuscommand at the CLI
prompt, as shown:

-> ip ospf status enable
Once OSPF is enabled, you can begin to set up @aReters. To disable OSPF, enter the following:

-> ip ospf status disable
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Removing OSPF from Memory

To remove OSPF from the router memory, it is neags® manually edit thboot.cfgfile. Theboot.cfg
file is an ASCII text-based file that controls maofithe switch parameters. Open the file and delkte
references to OSPF.

For the operation to take effect the switch needsetrebooted.

Creating an OSPF Area
OSPF allows a set of network devices in an AS systebe grouped together éneas.

There can be more than one router in an area. liskesthere can be more than one area on a singerro
(in effect, making the router the Area Border Ro@fBR) for the areas involved), but standard netwo
ing design does not recommended that more thae #reas be handled on a single router.

Areas are named using 32-bit dotted decimal foemat, 1.1.1.1). Area 0.0.0.0 is reserved for thekb
bone.

Creating an Area

To create an area and associate it with a routiégr éheip ospf areacommand with the area identifica-
tion number at the CLI prompt, as shown:

->ip ospfarea1.1.1.1
Area 1.1.1.1 will now be created on the router wlith default parameters.

The backbone is always area 0.0.0.0. To createathis on a router, you would use the above command,
but specify the backbone, as shown:

-> ip ospf area 0.0.0.0

The backbone would now be attached to the routekjmg it an Area Border Router (ABR).

Specifying an Area Type

When creating areas, an area type can be spegifieohal, stub, or NSSA). Area types are described
above iN‘OSPF Areas” on page 1-80 specify an area type, use thespf areacommand as shown:

-> ip ospf area 1.1.1.1 type stub

Note. By default, an area isrormal area. Theype keyword would be used to change a stub or NSSA
area into a normal area.
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Enabling and Disabling Summarization

Summarization can also be enabled or disabled wiesting an area. Enabling summarization allows for
ranges to be used by Area Border Routers (ABRsadwertising routes as a single route rather than
multiple routes, while disabling summarization pets set ranges from functioning in stub and NSSA
areas. (Configuring ranges is describetlSatting Area Ranges” on page 1:19

For example, to enable summarization for Area 111 dnter the following:
-> ip ospf area 1.1.1.1 summary enable
To disable summarization for the same area, ehéefallowing:

-> ip ospf area 1.1.1.1 summary disable

Note. By default, an area has summarization enabled bidigpsummarization for an area is useful when
ranges need to be deactivated, but not deleted.

Displaying Area Status

You can check the status of the newly created layassing theshowcommand, as demonstrated:
-> show ip ospfarea 1.1.1.1

or
-> show ip ospf area

The first example gives specifics about area 1114dnd the second example shows all areas configure
the router.

To display a stub area’s parameters, uselttosv ip ospf area stulcommand as follows:

-> show ip ospf area 1.1.1.1 stub

Deleting an Area
To delete an area, enter tipeospf areacommand as shown:

->noipospfareal.1.1.1
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Configuring Stub Area Default Metrics

The default metric configures the type of cost imdfrat a default area border router (ABR) will adv
tise in the default summary Link State Advertisetr&SA). Use thap ospf area default-metric
command to create or delete a default metric fds st Not So Stubby Area (NSSA) area. Specify the
stub area and select a cost value or a route agshown:

-> ip ospf area 1.1.1.1 default-metric 0 cost 50
or
-> ip ospf area 1.1.1.1 default-metric 0 type typel

A route has a preset metric associated to it deépgrah its type. The first example, the stub asegiven
a default metric of O (this is Type of Service Gfla cost of 50 added to routes from the areas€&hend
example specifies that the cost associated witte Tlyputes should be applied to routes from tha.are

Note. At this time, only the default metric of ToS 0 igoported.

To remove the area default-metric setting, enteiplospf area default-metriccommand using theo
command, as shown:

->no ip ospf area 1.1.1.1 default-metric O

Setting Area Ranges

Area ranges are used to summarize many area liothes single advertisement at an area boundary.
Ranges are advertised as summaries or NSSAs. Ralsgeact as filters that either allow the summary
be advertised or not. Ranges are created using thepf area rangecommand. An area and the summary
IP address and IP mask must be specified. For deamopcreate a summary range with IP address
192.5.40.1 and an IP mask of 255.255.255.0 for &rkd.1, the following commands would be entetted a
the CLI prompt:

-> ip ospf area 1.1.1.1 range summary 192.5.40.1 25 5.255.255.0
-> ip ospf area 1.1.1.1 range summary 192.5.40.1 25 5.255.255.0 effect noMatching
To view the configured ranges for an area, useliogv ip ospf area rangeeommand as demonstrated:

-> show ip ospf area 1.1.1.1 range

Configuring a Totally Stubby Area

In order to configure a totally stubby area youch&econfigure the area as stub on the ABR andtlisa
summarization. By doing so the ABR will generatgefault route in the totally stubby area. In adufiti
the other routers within the totally stubby areastranly have their area configured as stub.

For example, to configure the simple totally stulsbyfiguration shown in the figure fi€onfiguring a
Totally Stubby Area” on page 1-Mhere Router B is an ABR between the backbone @esal the stub
area 1 and Router A is in Totally Stubby Area 11l fbllow the steps below:

1 Enter the following commands on Router B:

-> ip load ospf

-> ip ospf area 0.0.0.0

->ip ospfarea1.1.1.1

-> ip ospf area 1.1.1.1 type stub
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-> ip ospf area 1.1.1.1 summary disable
-> ip ospf area 1.1.1.1 default-metric 0
-> ip ospf interface vlan-5

-> ip ospf interface vlan-5 area 1.1.1.1
-> ip ospf interface vlan-5 status enable
-> ip ospf interface vlan-6

-> ip ospf interface vlan-6 area 0.0.0.0
-> ip ospf interface vlan-6 status enable
-> ip ospf status enable

2 Enter the following on Router A:
-> ip load ospf
->ip ospfarea1.1.1.1
-> ip ospf area 1.1.1.1 type stub
-> ip ospf interface vlan-3
-> ip ospf interface vlan-3 area 1.1.1.1

-> ip ospf interface vlan-3 status enable
-> ip ospf status enable

Creating OSPF Interfaces
Once areas have been established, interfaces mbedcteated and assigned to the areas.
Creating an Interface

To create an interface, enter theospf interface command with an interface name, as shown:

-> ip ospf interface vlan-213

Note. The interface nameannot have spaces.

The interface can be deleted by usingrth&keyword, as shown:

-> no ip ospf interface vlan-213

Assigning an Interface to an Area

Once an interface is created, it must be assigmad airea. (Creating areas is describe€neating an
Area” on page 1-1&bove.)

To assign an interface to an area, entergluspf interface areacommand with the interface name and
area identification number at the CLI prompt. Fearaple to add interface vlan-213 to area 1.1.Intgre
the following:

-> ip ospf interface vlan-213 area 1.1.1.1
An interface can be removed from an area by reasgjgt to a new area.

Once an interface has been created and enabledayocheck its status and configuration by usieg th
show ip ospf interfacecommand, as demonstrated:

-> show ip ospf interface vlan-213

Instructions for configuring authentication areagivin“Interface Authentication” on page 1-2and inter-
face parameter options are describetModifying Interface Parameters” on page 1-22
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Activating an Interface

Once the interface is created and assigned toean imust be activated using ipeospf interface
status command with the interface name, as shown:

-> ip ospf interface vlan-213 status enable

The interface can be disabled usingdisable keyword in place of thenablekeyword.

Interface Authentication

OSPF allows for the use of authentication on caméd interfaces. When authentication is enablely, on
neighbors using the same type of authenticationtl@dnatching passwords or keys can communicate.

There are two types of authentication: simple ai@bMSimple authentication requires only a texingfri
as a password, while MD5 is a form of encryptedhantication that requires a key and a passworcd Bot
types of authentication require the use of more three command.

Simple Authentication

To enable simple authentication on an interfactereheip ospf interface auth-typecommand with the
interface name, as shown:

-> ip ospf interface vlan-213 auth-type simple

Once simple authentication is enabled, the passmaist be set with thip ospf interface auth-key
command, as shown:

-> ip ospf interface vlan-213 auth-key test

In the above instance, only other interfaces wiithpte authentication and a password of “test” wél
able to use the configured interface.

MD5 Encryption
To configure the same interface for MD5 encryptiemter thep ospf interface auth-typeas shown:
-> ip ospf interface vlan-213 auth-type md5

Once MD5 authentication is set, a key identificatamd key string must be set with ipeospf interface
md5 key command. For example to set interface 120.5.80usé MD5 authentication with a key identifi-
cation of 7 and key string of “test”, enter:

-> ip ospf interface vlan-213 md5 7
and
-> ip ospf interface vlan-213 md5 7 key "test"

Note that setting the key ID and key string mustibee in two separate commands. Once the key ID and
key string have been set, MD5 authentication idksta To disable it, use the ospf interface md5
command, as shown:

-> ip ospf interface vlan-213 md5 7 disable
To remove all authentication, enter ipeospf interface auth-typeas follows:

-> ip ospf interface vlan-213 auth-type none
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Modifying Interface Parameters

There are several interface parameters that camodéied on a specified interface. Most of theselde
with timer settings.

The cost parameter and the priority parameter toetfetermine the cost of the route using this fata,
and the chance that this interface’s router witldree the designated router, respectively.

The following table shows the various interfacegpagters that can be set:

ip ospf interface dead-interval ~ Configures OSPF interface dead interval. If nodplickets are
received in this interval from a neighboring routez neighbor is con-
sidered dead.

ip ospf interface hello-interval ~ Configures the OSPF interface interval for NBMA sets.

ip ospf interface cost Configures the OSPF interface cost. A cost megfiers to the net-
work path preference assigned to certain typegaffid.

ip ospf interface poll-interval Configures the OSPF poll interval.

ip ospf interface priority Configures the OSPF interface priority. The pripriumber helps

determine if this router will become the designatmater.

ip ospf interface retrans-interval Configures OSPF interface retransmit interval. mbmber of sec-
onds between link state advertisement retransmmis$ar adjacencies
belonging to this interface.

ip ospf interface transit-delay Configures the OSPF interface transit delay. Thienased number of
seconds required to transmit a link state updage this interface.

These parameters can be added any time.“(Seating OSPF Interfaces” on page 1180 more informa-
tion.) For example, to set a dead interval to 5@ thie cost to 100 on interface vlan-213, entefalew-

ing:
-> ip ospf interface vlan-213 dead-interval 50 cost 100

To set the poll interval to 25, the priority to 1@hd the retransmit interval to 10 on interfacnv213,
enter the following:

-> ip ospf interface vlan-213 poll-interval 25 prio rity 100 retrans-interval 10
To set the hello interval to 5000 on interface v24r8, enter the following:
-> ip ospf interface vlan-213 hello-interval 5000
To reset any parameter to its default value, eheekeyword with no parameter value, as shown:

-> ip ospf interface vlan-213 dead-interval

Note. Although you can configure several parameters e¢oyou can only reset them to the default one at
atime.

Creating Virtual Links

A virtual link is a link between two backbones thgh a transit area. Use tipeospf virtual-link
command to create or delete a virtual link.
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Accepted network design theory states that vitinkt are the option of last resort. For more infation
on virtual links, seéVirtual Links” on page 1-%nd refer to the figure gmage 1-9

Creating a Virtual Link

To create a virtual link, commands must be subuhittethe routers at both ends of the link. Theeput
being configured should point to the other encheflink, and both routers must have a common area.

When entering the ospf virtual-link command, it is necessary to enter the Router Ibefar end of
the link, and the area ID that both ends of thie $ihare.

For example, a virtual link needs to be created/beh Router A (router ID 1.1.1.1) and Router B {eou
ID 2.2.2.2). We must:

1 Establish a transit area between the two routéngike commands discussed'@reating an OSPF
Area” on page 1-17in this example, we will use Area 0.0.0.1).

2 Then use th@ ospf virtual-link command on Router A as shown:
-> ip ospf virtual-link 0.0.0.1 2.2.2.2
3 Next, enter the following command on Router B:
-> ip ospf virtual-link 0.0.0.1 1.1.1.1
Now there is a virtual link across Area 0.0.0.Xiimy Router A and Router B.
4 To display virtual links configured on a routerf@mthe followingshowcommand:
-> show ip ospf virtual-link

5 To delete a virtual link, enter the ospf virtual-link command with the area and far end router infor-
mation, as shown:

->no ip ospf virtual-link 0.0.0.1 2.2.2.2

Modifying Virtual Link Parameters

There are several parameters for a virtual linklisas authentication type and cost) that can befiedd

at the time of the link creation. They are desdtilvetheip ospf virtual-link command description. These
parameters are identical in function to their ceaparts in the sectioiModifying Interface Parameters”
on page 1-22

Configuring Redistribution

It is possible to learn and advertise IPv4 routsvben different protocols. Such a process is medeio
as route redistribution and is configured usingipheedist command.

Redistribution uses route maps to control how extieroutes are learned and distributed. A route map
consists of one or more user-defined statements#madetermine which routes are allowed or denied
access to the network. In addition a route map alsy contain statements that modify route pararmeter
before they are redistributed.

When a route map is created, it is given a namaetatify the group of statements that it represefiss
name is required by thp redist command. Therefore, configuring route redistribmtimvolves the
following steps:
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1 Create a route map, as describetidsing Route Maps” on page 1-24

2 Configure redistribution to apply a route map, asatibed in‘Configuring Route Map Redistribu-
tion” on page 1-27

Note. An OSPF router automatically becomes an Autonongyssem Border Router (ASBR) when redis-
tribution is configured on the router.

Using Route Maps

A route map specifies the criteria that are usezbtdrol redistribution of routes between protoc&sch
criteria is defined by configuring route map sta¢ens. There are three different types of statements

e Action. An action statement configures the route map naeguence number, and whether or not
redistribution is permitted or denied based oneanap criteria.

e Match. A match statement specifies criteria that a rouistrmatch. When a match occurs, then the
action statement is applied to the route.

e Set.A set statement is used to modify route informratiefore the route is redistributed into the
receiving protocol. This statement is only applieall the criteria of the route map is met and the
action permits redistribution.

Theip route-map command is used to configure route map statensentprovides the followingction,
match, andsetparameters:

ip route-map action ... ip route-map match ... ip rote-map set ...
permit ip-address metric
deny ip-nexthop metric-type
ipv6-address tag
ipv6-nexthop community
tag local-preference
ipv4-interface level
ipv6-interface ip-nexthop
metric ipv6-nexthop
route-type

Refer to the “IP Commands” chapter in BeniSwitch AOS Release 6 CLI Reference Guide for more
information about th@ route-map command parameters and usage guidelines.

Once a route map is created, it is then appliegiguieip redist command. Se&Configuring Route Map
Redistribution” on page 1-2fbr more information.

Creating a Route Map

When a route map is created, it is given a named@® characters), a sequence number, and amactio
(permit or deny). Specifying a sequence numbepi®pal. If a value is not configured, then the roem
50 is used by default.

To create a route map, use theoute-map command with thaction parameter. For example,
-> ip route-map ospf-to-bgp sequence-number 10 acti on permit

The above command creates the ospf-to-bgp route asamgns aequence numbenf 10 to the route
map, and specifiesgermit action.
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To optionally filter routes before redistributiamse thap route-map command with anatch parameter
to configure match criteria for incoming routesr Egample,

-> ip route-map ospf-to-bgp sequence-number 10 matc htag 8

The above command configures a match statemettidarspf-to-bgp route map to filter routes based on
their tag value. When this route map is appliedy @SPF routes with a tag value of eight are redbist
uted into the BGP network. All other routes witHifferent tag value are dropped.

Note. Configuring match statements is not required. HaveW a route map does not contain any match
statements and the route map is applied usingtredist command, the router redistributaé routes
into the network of the receiving protocol.

To modify route information before it is redistried, use th@ route-map command with @etparame-
ter. For example,

-> ip route-map ospf-to-bgp sequence-number 10 set tag 5

The above command configures a set statementdardpf-to-bgp route map that changes the route tag
value to five. Because this statement is part efaspf-to-bgp route map, it is only applied to esuthat
have an existing tag value equal to eight.

The following is a summary of the commands usethiénabove examples:

-> ip route-map ospf-to-bgp sequence-number 10 acti on permit
-> ip route-map ospf-to-bgp sequence-number 10 matc htag 8
-> ip route-map ospf-to-bgp sequence-number 10 set tag 5

To verify a route map configuration, use 8f®w ip route-mapcommand:

-> show ip route-map

Route Maps: configured: 1 max: 200

Route Map: ospf-to-bgp Sequence Number: 10 Action p ermit
match tag 8
settag 5

Deleting a Route Map

Use theno form of theip route-map command to delete an entire route map, a routesegpence, or a
specific statement within a sequence.

To delete an entire route map, enterip route-map followed by the route map name. For example, the
following command deletes the entire route map rtaredistipv4:

-> no ip route-map redistipv4

To delete a specific sequence number within a rma#p, enteno ip route-map followed by the route
map name, thesequence-numbefollowed by the actual number. For example, tHl¥ang command
deletes sequence 10 from the redistipv4 route map:

-> no ip route-map redistipv4 sequence-number 10

Note that in the above example, the redistripv4eonap is not deleted. Only those statements agsdci
with sequence 10 are removed from the route map.
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To delete a specific statement within a route neapgrno ip route-map followed by the route map name,
thensequence-numbefollowed by the sequence number for the statentieet, eithematch orsetand
the match or set parameter and value. For exait@dollowing command deletes only the match tag 8
statement from route map redistipv4 sequence 10:

-> no ip route-map redistipv4 sequence-number 10 ma tch tag 8

Configuring Route Map Sequences

A route map may consist of one or more sequencs&tgments. The sequence number determines which
statements belong to which sequence and the ardehich sequences for the same route map are
processed.

To add match and set statements to an existing raap sequence, specify the same route map name and
sequence number for each statement. For exampl&ltbwing series of commands creates route map
rm_1 and configures match and set statements éamth 1 sequence 10:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 8
-> ip route-map rm_1 sequence-number 10 set metric 1

To configure a new sequence of statements for etirex route map, specify the same route map name
but use a different sequence number. For exampdptlowing command creates a new sequence 20 for
the rm_1 route map:

-> ip route-map rm_1 sequence-number 20 action perm it
-> ip route-map rm_1 sequence-number 20 match ipv4- interface to-finance
-> ip route-map rm_1 sequence-number 20 set metric 5

The resulting route map appears as follows:

-> show ip route-map rm_1

Route Map: rm_1 Sequence Number: 10 Action permit
match tag 8
set metric 1

Route Map: rm_1 Sequence Number: 20 Action permit
match ip6 interface to-finance
set metric 5

Sequence 10 and sequence 20 are both linked t® may rm_1 and are processed in ascending order
according to their sequence number value. Notetligae is an implied logical OR between sequenkss.
aresult, if there is no match for the tag valuseguence 10, then the match interface statement in
sequence 20 is processed. However, if a route msittie tag 8 value, then sequence 20 is not ubed. T
set statement for whichever sequence was matclaaplged.

A route map sequence may contain multiple matdiestants. If these statements are of the same kind
(e.g., match tag 5, match tag 8, etc.) then a & @R is implied between each like statement.dfrimatch
statements specify different types of matches (aajch tag 5, match ip4 interface to-finance, ethgn a
logical AND is implied between each statement. &ample, the following route map sequence will
redistribute a route if its tag is either 8 or 5:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 5
-> ip route-map rm_1 sequence-number 10 match tag 8

The following route map sequence will redistribateoute if the route has a tag of 8 aarfsl the route
was learned on the IPv4 interface to-finance:

-> ip route-map rm_1 sequence-number 10 action perm it
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-> ip route-map rm_1 sequence-number 10 match tag 5
-> ip route-map rm_1 sequence-number 10 match tag 8
-> ip route-map rm_1 sequence-number 10 match ipv4- interface to-finance

Configuring Access Lists

An IP access list provides a convenient way toraddtiple IPv4 or IPv6 addresses to a route mapngJsi
an access list avoids having to enter a separate neap statement for each individual IP addressead,
a single statement is used that specifies the atistmame. The route map is then applied tohall t
addresses contained within the access list.

Configuring an IP access list involves two stepsating the access list and adding IP addresdés iist.
To create an IP access list, useifhaccess-listommand (IPv4) or thipv6 access-liscommand (IPv6)
and specify a name to associate with the list.example,

-> ip access-list ipaddr
-> ipv6 access-list ip6addr

To add addresses to an access list, usip thecess-list addres¢lPv4) or thepv6 access-list address
(IPv6) command. For example, the following commaadd addresses to an existing access list:

-> ip access-list ipaddr address 16.24.2.1/16
-> ipv6 access-list ip6addr address 2001::1/64

Use the same access list name each time the aboveands are used to add additional addresses to the
same access list. In addition, both commands peatid ability to configure if an address and/or its
matching subnet routes are permitted (the defaullenied redistribution. For example:

-> ip access-list ipaddr address 16.24.2.1/16 actio n deny redist-control all-
subnets

-> ipv6 access-list ip6addr address 2001::1/64 acti on permit redist-control no-
subnets

For more information about configuring accessdminmands, see the “IP Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
Configuring Route Map Redistribution

Theip redist command is used to configure the redistributionoofes from a source protocol into the
destination protocol. This command is used on thwer that will perform the redistribution.

Note. An OSPF router automatically becomes an Autonongystem Border Router (ASBR) when redis-
tribution is configured on the router.

A source protocol is a protocol from which the emiaire learned. A destination protocol is the ote i
which the routes are redistributed. Make surebbét protocols are loaded and enabled before canfig
ing redistribution.

Redistribution applies criteria specified in a ®utap to routes received from the source protddwre-
fore, configuring redistribution requires an exigtiroute map. For example, the following command
configures the redistribution of OSPF routes iti® BGP network using the ospf-to-bgp route map:

-> ip redist ospf into bgp route-map ospf-to-bgp

OSPF routes received by the router interface aregssed based on the contents of the ospf-to-hge ro
map. Routes that match criteria specified in thige map are either allowed or denied redistrilpuiio
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the BGP network. The route map may also specifyrthdification of route information before the route
is redistributed. Se&Jsing Route Maps” on page 1-2dr more information.

To remove a route map redistribution configuratiase theno form of theip redist command. For exam-
ple:

-> no ip ospf into bgp route-map ospf-to-bgp
Use theshow ip redistcommand to verify the redistribution configuration

-> show ip redist

Source Destination
Protocol Protocol Status Route Map

+ + R e et T S
LOCAL4 RIP Enabled rip_1

LOCAL4 OSPF Enabled ospf 2

LOCAL4 BGP Enabled bgp_3

BGP OSPF Enabled ospf-to-bgp

Configuring the Administrative Status of the Route Map Redistribution

The administrative status of a route map redistigiouconfiguration is enabled by default. To chatigge
administrative status, use th@tus parameter with thig redist command. For example, the following
command disables the redistribution administrasiedus for the specified route map:

-> ip redist ospf into bgp route-map ospf-to-bgp st atus disable
The following command example enables the admatist status:

-> ip redist ospf into bgp route-map ospf-to-bgp st atus enable
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Route Map Redistribution Example

The following example configures the redistribut@mmOSPF routes into a BGP network using a route
map (ospf-to-bgp) to filter specific routes:

-> ip route-map ospf-to-bgp sequence-number 10 acti on deny

-> ip route-map ospf-to-bgp sequence-number 10 matc htag 5

-> ip route-map ospf-to-bgp sequence-number 10 matc h route-type external type2
-> ip route-map ospf-to-bgp sequence-number 20 acti on permit

-> ip route-map ospf-to-bgp sequence-number 20 matc h ipv4-interface intf_ospf
-> ip route-map ospf-to-bgp sequence-number 20 set metric 255

-> ip route-map ospf-to-bgp sequence-number 30 acti on permit

-> ip route-map ospf-to-bgp sequence-number 30 set tag 8

-> ip redist ospf into bgp route-map ospf-to-bgp
The resulting ospf-to-bgp route map redistributonfiguration does the following:
¢ Denies the redistribution of Type 2 external OS@¥tes with a tag set to five.

¢ Redistributes into BGP all routes learned on tlie aspf interface and sets the metric for suchasut
to 255.

¢ Redistributes into BGP all other routes (thoseprmotessed by sequence 10 or 20) and sets thertag fo
such routes to eight.
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Configuring Router Capabilities

The following list shows various commands that baruseful in tailoring a router’s performance calpab
ties. All of the listed parameters have defaultt Hre acceptable for running an OSPF network.

ip ospf exit-overflow-interval ~ Sets the overflow interval value. The overflow vt is the time
whereby the router will wait before attempting ¢ave the database
overflow state.

ip ospf extlsdb-limit Sets a limit to the number of external Link Statgdbases entries
learned by the router. An external LSDB entry isated when the
router learns a link address that exists outsides @éutonomous System

(AS).

ip ospf host Creates and deletes an OSPF entry for directlglethhosts.

ip ospf mtu-checking Enables or disables the use of Maximum Transfet (MiTU) checking
on received OSPF database description packets.

ip ospf default-originate Configures a default external route into the OS®KEing domain.

ip ospf route-tag Configures a tag value for OSPF routes injectealtimé IP routing table

that can be used for redistribution.
ip ospf spf-timer Configures timers for Shortest Path First (SPRywdation.

To configure a router parameter, enter the paranagthe CLI prompt with the new value or required
variables. For example to set the exit overfloveinal to 40, enter:

-> ip ospf exit-overflow-interval 40
To enable MTU checking, enter:
-> ip ospf mtu-checking

To advertise a default external route into OSPRmigss of whether the routing table has a defaute,
enter:

-> ip ospf default-originate always
To set the route tag to 5, enter:
-> ip ospf route-tag 5
To set the SPF timer delay to 3 and the hold tn& enter:
-> ip ospf spf-timer delay 3 hold 6
To return a parameter to its default setting, etitercommand with no parameter value, as shown:

-> ip ospf spf-timer
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Converting Local Interfaces into OSPF Passive Interface Using
Route Map

Passive interfaces do not accept or send routidgtep. In an OSPF network, an interface can bagzonf
ured as passive (by setting the hello intervaldeatl interval to 0) mainly to add this interfacehia
updates to the OSPF neighbor. No OSPF adjacerioyni®d on a passive interface, and if a OSPF-
enabled interface is configured as passive wheaaf@tency already exists, the adjacency dropssiimo
immediately.

In a scenario where there is a requirement to gardi more number of passive OSPF interfaces in an
Area, route map can be used. A route map witha@iraof route-type ‘internal’ needs to be crediad
the local interface (routes) on which passive OBR#tface needs to be created. Using this routeimap
redistribution, all local interfaces can be conedrin to passive OSPF interfaces.

Example:

Include the IP interfaces which need to be conéiduas passive OSPF interface in a route map, &nd se
metric type as ‘internal’ and then redistributecddinto ospf’.

-> ip route-map "R1" sequence-number 50 action perm it

-> ip route-map "R1" sequence-number 50 match ip-ad dress 10.10.0.0/16 redist-
control all-subnets permit

-> ip route-map "R1" sequence-number 50 set metric- type internal

-> ip redist local into ospf route-map R1 status en able

For more information about configuring route map #me other related commands, see the “IP
Commands” chapter in th@mniSwitch AOS Release 6 CLI Reference Guide and “Configuring IP” chap-
ter in theOmniSwitch AOS Release 6 Network Configuration Guide.

Note. If there are multiple areas configured in an OSBRain, by default, the passive OSPF interfaces
gets created in the backbone area.

Use ‘show ip ospf interface’ command to view thegige OSPF interfaces.
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Configuring Static Neighbors

It is possible to configure neighbors staticallydon Broadcast Multi Access (NBMA), point-to-point,
and point-to-multipoint networks.

NBMA requires all routers attached to the netwarkémmunicate directly (unicast), and every attdche
router in this network becomes aware of all ohiggghbors through configuration. It also requires a
Designated Router (DR) “eligibility” flag to be sfetr every neighbor.

To set up a router to use NBMA routing, follow flelowing steps:

1 Create an OSPF interface using the CLI commpra$pf interface and perform all the normal config-
uration for the interface as with broadcast netwdqgdtaching it to an area, enabling the statas). et

2 The OSPF interface type for this interface sho@dét to non-broadcast using the CLI
ip ospf interface typecommand. For example, to set interface vlan-21#etan NBMA interface, enter
the following:

-> ip ospf interface vlan-213 type non-broadcast

3 Configure static neighbors for every OSPF routeh&anetwork using thip ospf neighborcommand.
For example, to create an OSPF neighbor with aadtifess of 1.1.1.8 to be a static neighbor, ehter t
following:

-> ip ospf neighbor 1.1.1.8 eligible

The neighbor attaches itself to the right interfaganatching the network address of the neighbdrthe
interface. If the interface has not yet been crtatee neighbor gets attached to the interfacendswéoen
the interface comes up.

If this neighbor is not required to participateDR election, configure it as ineligible. The elidjily can
be changed at any time as long as the interfdseaitached to is in the disabled state.

Automatic OSPF Adjacency on Point-to-Point Without Static Neighbor

AOS supports automatic OSPF adjacency on a poiptitat interface without having to configure the
static neighbor manually. On a point-to-point ifaee, the first received hello packet is used tdbu
OSPF adjacency. If a static neighbor is alreadyigored for that router, then the OSPF router dralps
the other hello packets received from neighborstdpam the statically configured neighbor.
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Configuring Redundant Switches in a Stack for Graceful Restart

By default, OSPF graceful restart is disabled. mabée OSPF graceful restart support on an Omni8witc
stack of switches, use tifeospf restart-support command by enterinig ospf restart-support followed
by planned-unplanned

For example, to enable OSPF graceful restart tpatiplanned and unplanned restarts enter:
-> ip ospf restart-support planned-unplanned

To disable OSPF graceful restart, usertbéorm of theip ospf restart-support command by entering:
-> no ip ospf restart-support

On OmniSwitch stackable switches only, continuausvarding during a graceful restart depends on
several factors. If the secondary module has amdifft router MAC than the primary module or if ame
more ports of a VLAN belonged to the primary mod@panning Tree re-convergence might disrupt the
forwarding state, even though OSPF performs a §ubestart.

Note. Graceful restart is only supported on active pres, interfaces), which are on the secondary or
idle switches in a stack during a takeover. Itas supported on ports on a primary switch in alstac

Optionally, you can configure graceful restart paeters with the following CLI commands:

ip ospf restart-interval Configures the grace period for achieving a grdd@®iPF restart.

ip ospf restart-helper status ~ Administratively enables and disables the capghilitan OSPF router
to operate in helper mode in response to a roedopming a graceful
restart.

ip ospf restart-helper strict-lsa- Administratively enables and disables whether dranchanged Link
checking status State Advertisement (LSA) will result in terminatiof graceful restart
by a helping router.

ip ospf restart initiate Initiates a planned graceful restart.

For more information about graceful restart comnsasée the “OSPF Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
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Configuring Redundant CMMs for Graceful Restart

By default, OSPF graceful restart is disabled. mabée OSPF graceful restart on OmniSwitch chassis-
based switches, use theospf restart-support command by entering ipspf restart-support followed
by planned-unplanned

For example, to enable OSPF graceful restart tpatiplanned and unplanned restarts enter:
-> ip ospf restart-support planned-unplanned

To disable OSPF graceful restart usertbdorm of theip ospf restart-support command by entering:
-> no ip ospf restart-support

Optionally, you can configure graceful restart paeters with the following CLI commands:

ip ospf restart-interval Configures the grace period for achieving a grdd@®iPF restart.

ip ospf restart-helper status ~ Administratively enables and disables the capghilitan OSPF router
to operate in helper mode in response to a roedopning a graceful
restart.

ip ospf restart-helper strict-lsa- Administratively enables and disables whether dranchanged Link
checking status State Advertisement (LSA) will result in terminatiof graceful restart
by a helping router.

ip ospf restart initiate Initiates a planned graceful restart.

For more information about graceful restart comnsasée the “OSPF Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
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OSPF Application Example

This section will demonstrate how to set up a sePEPF network. It uses three routers, each with an
area. Each router uses three VLANSs. A backboneeasrall the routers. This section will demonstrate
how to set it up by explaining the necessary contsdar each router.

The following diagram is a simple OSPF networkwilt be created by the steps listed on the follagvin

pages:

Area 0.0.0.1
Router 1
Router ID 1.1.1.1

VLAN 12
Interface 12.x.X.X

VLAN 31
Interface 31.x.x.X

Backbone Area
(Area 0.0.0.0)

VLAN 23
‘ Interface 23.x.x.Xx

Area 0.0.0.2
Router 2
Router ID 20.0.0.1

Area 0.0.0.3
Router 3
Router ID 3.3.3.3

Three Area OSPF Network
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Step 1: Prepare the Routers

The first step is to create the VLANs on each mudd an IP interface to the VLAN, assign a porthie
VLAN, and assign a router identification numbethe routers. For the backbone, the network design i
this case uses slot 2, port 1 as the egress pbdlan2, port 2 as ingress port on each routentétdl
connects to Router 2, Router 2 connects to Royt@n®Router 3 connects to Router 1 using 10/100
Ethernet cables.

Note. The ports will be statically assigned to the rouésra VLAN must have a physical port assigned to
it in order for the router port to function. Howeythe router could be set up in such a way thdtil@o
ports are dynamically assigned to VLANSs using VLANes. See the chapter titled “Defining VLAN
Rules” in theOmniSwitch AOS Release 6 Network Configuration Guide.

The commands setting up VLANs are shown below:
Router 1 (using ports 2/1 and 2/2 for the backbone, ants®B-5 for end devices):

->vlan 31
-> ip interface vlan-31 vlan 31 address 31.0.0.1 ma sk 255.0.0.0
-> vlan 31 port default 2/1

->vlan 12
-> ip interface vlan-12 vlan 12 address 12.0.0.1 ma sk 255.0.0.0
->vlan 12 port default 2/2

->vlan 10
-> ip interface vlan-10 vlan 10 address 10.0.0.1 ma sk 255.0.0.0
-> vlan 10 port default 2/3-5

-> ip router router-id 1.1.1.1
These commands created VLANs 31, 12, and 10.

¢ VLAN 31 handles the backbone connection from Roliter Router 3, using the IP router port 31.0.0.1
and physical port 2/1.

¢ VLAN 12 handles the backbone connection from Roliter Router 2, using the IP router port 12.0.0.1
and physical port 2/2.

¢ VLAN 10 handles the device connections to Routersing the IP router port 10.0.0.1 and physical
ports 2/3-5. More ports could be added at a lates if necessary.

The router was assigned the Router ID of 1.1.1.1.
Router 2 (using ports 2/1 and 2/2 for the backbone, ants®IB-5 for end devices):

->vlan 12
-> ip interface vlan-12 vlan 12 address 12.0.0.2 ma sk 255.0.0.0
->vlan 12 port default 2/1

->vlan 23
-> ip interface vlan-23 vlan 23 address 23.0.0.2 ma sk 255.0.0.0
-> vlan 23 port default 2/2

->vlan 20
-> ip interface vlan-20 vlan 20 address 20.0.0.2 ma sk 255.0.0.0
-> vlan 20 port default 2/3-5
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-> ip router router-id 2.2.2.2
These commands created VLANs 12, 23, and 20.

¢ VLAN 12 handles the backbone connection from Roliter Router 2, using the IP router port
12.0.0.2 and physical port 2/1.

¢ VLAN 23 handles the backbone connection from Rofter Router 3, using the IP router port
23.0.0.2 and physical port 2/2.

¢ VLAN 20 handles the device connections to Routersig the IP router port 20.0.0.2 and physical
ports 2/3-5. More ports could be added at a lates tf necessary.

The router was assigned the Router ID of 2.2.2.2.

Router 3 (using ports 2/1 and 2/2 for the backbone, antsgdiB-5 for end devices):

->vlan 23
-> ip interface vlan-23 vlan 23 address 23.0.0.3 ma sk 255.0.0.0
-> vlan 23 port default 2/1

->vlan 31
-> ip interface vlan-31 vlan 31 address 31.0.0.3 ma sk 255.0.0.0
->vlan 31 port default 2/2

->vlan 30
-> ip interface vlan-30 vlan 30 address 30.0.0.3 ma sk 255.0.0.0
-> vlan 30 port default 2/3-5

-> ip router router-id 3.3.3.3
These commands created VLANs 23, 31, and 30.

¢ VLAN 23 handles the backbone connection from Rofter Router 3, using the IP router port
23.0.0.3 and physical port 2/1.

¢ VLAN 31 handles the backbone connection from Ro8ter Router 1, using the IP router port
31.0.0.3 and physical port 2/2.

¢ VLAN 30 handles the device connections to Routers®g the IP router port 30.0.0.3 and physical
ports 2/3-5. More ports could be added at a lates tf necessary.

The router was assigned the Router ID of 3.3.3.3.

Step 2: Enable OSPF

The next step is to load and enable OSPF on eatérrdhe commands for this step are below (the
commands are the same on each router):

-> ip load ospf
-> ip ospf status enable

Step 3: Create the Areas and Backbone

Now the areas should be created. In this case,ilvereate an area for each router, and a backlarea
0.0.0.0) that connects the areas.
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The commands for this step are below:
Router 1

-> ip ospf area 0.0.0.0

-> ip ospf area 0.0.0.1

These commands created area 0.0.0.0 (the backbone)
for Router 1). Both of these areas are also enabled

Router 2

-> ip ospf area 0.0.0.0

-> ip ospf area 0.0.0.2

These commands created Area 0.0.0.0 (the backbone)
for Router 2). Both of these areas are also enabled

Router 3

-> ip ospf area 0.0.0.0

-> ip ospf area 0.0.0.3

These commands created Area 0.0.0.0 (the backbone)
for Router 3). Both of these areas are also enabled

Step 4: Create, Enable, and Assign Interfaces

and area 0.0.0.1 (the area

and Area 0.0.0.2 (the area

and Area 0.0.0.3 (the area

Next, OSPF interfaces must be created, enabledassigned to the areas. The OSPF interfaces should
have the same interface name as the IP router gredsed above itStep 1: Prepare the Routers” on

page 1-36
Router 1

-> ip ospf interface vlan-31
-> ip ospf interface vlan-31 area 0.0.0.0
-> ip ospf interface vlan-31 status enable

-> ip ospf interface vlan-12
-> ip ospf interface vlan-12 area 0.0.0.0
-> ip ospf interface vlan-12 status enable

-> ip ospf interface vlan-10
-> ip ospf interface vlan-10 area 0.0.0.1
-> ip ospf interface vlan-10 status enable

IP router port 31.0.0.1 was associated to OSPFau® vlan-31, enabled, and assigned to the baekbon
IP router port 12.0.0.1 was associated to OSPFau®e vlan-12, enabled, and assigned to the baekbon
IP router port 10.0.0.1 which connects to end @tatand attached network devices, was associated to

OSPF interface vlan-10, enabled, and assignedda 810.0.1.

Router 2

-> ip ospf interface vlan-12
-> ip ospf interface vlan-12 area 0.0.0.0
-> ip ospf interface vlan-12 status enable

-> ip ospf interface vlan-23
-> ip ospf interface vlan-23 area 0.0.0.0
-> ip ospf interface vlan-23 status enable
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-> ip ospf interface vlan-20
-> ip ospf interface vlan-20 area 0.0.0.2
-> ip ospf interface vlan-20 status enable

IP router port 12.0.0.2 was associated to OSPFaue vlan-12, enabled, and assigned to the baekbon
IP router port 23.0.0.2 was associated to OSPFau®e vlan-23, enabled, and assigned to the baekbon
IP router port 20.0.0.2, which connects to endmtatand attached network devices, was associated t
OSPF interface vlan-20, enabled, and assignedda £10.0.2.

Router 3

-> ip ospf interface vlan-23
-> ip ospf interface vlan-23 area 0.0.0.0
-> ip ospf interface vlan-23 status enable

-> ip ospf interface vlan-31
-> ip ospf interface vlan-31 area 0.0.0.0
-> ip ospf interface vlan-31 status enable

-> ip ospf interface vlan-30
-> ip ospf interface vlan-30 area 0.0.0.3
-> ip ospf interface vlan-30 status enable

IP router port 23.0.0.3 was associated to OSPFau® vlan-23, enabled, and assigned to the baekbon
IP router port 31.0.0.3 was associated to OSPFau® vlan-31, enabled, and assigned to the baekbon
IP router port 30.0.0.3, which connects to endmtatand attached network devices, was associated t
OSPF interface vlan-30, enabled, and assignedda £10.0.3.

Step 5: Examine the Network

After the network has been created, you can chadkuws aspects of it using show commands:

For OSPF in general, use thlgow ip ospfcommand.

For areas, use ttslow ip ospf areacommand.

For interfaces, use ttshow ip ospf interfacecommand.

To check for adjacencies formed with neighbors,theshow ip ospf neighborcommand.

For routes, use th&how ip ospf routescommand.
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Verifying OSPF Configuration

To display information about areas, interfacedpmirlinks, redistribution, or OPSF in general, thse
show commands listed in the following table:

show ip ospf
show ip ospf border-routers
show ip ospf ext-Isdb

show ip ospf host

show ip ospf Isdb

show ip ospf neighbor

show ip redist

show ip ospf routes

show ip ospf virtual-link
show ip ospf virtual-neighbor
show ip ospf area

show ip ospf area range

show ip ospf area stub
show ip ospf interface
show ip ospf restart

Displays OSPF status and general configurationnpeters.
Displays information regarding all or specified ter routers.

Displays external Link State Advertisements from déineas to which the
router is attached.

Displays information on directly attached hosts.

Displays LSAs in the Link State Database associaitieach area.
Displays information on OSPF non-virtual neighbauters.
Displays the route map redistribution configuration

Displays OSPF routes known to the router.

Displays virtual link information.

Displays OSPF virtual neighbors.

Displays either all OSPF areas, or a specified OSR&.

Displays all or specified configured area addrasge summaries for
the given area.

Displays stub area status.
Displays OSPF interface information.
Displays the OSPF graceful restart related confiion and status.

For more information about the resulting displaysif these commands, see the “OSPF Commands”
chapter in the@®mniSwitch AOS Release 6 CLI Reference Guide.

Examples of thehow ip ospf show ip ospf areaandshow ip ospf interfacecommand outputs are given
in the sectiorfOSPF Quick Steps” on page 1-4
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Open Shortest Path First version 3 (OSPFv3) isxeension of OSPF version 2 that provides suppaort fo
networks using the IPv6 protocol. OSPFv2 is fordPetworks (se€hapter 1, “Configuring OSPFfor
more information about OSPFv2).

In This Chapter

This chapter describes the basic components of @S&kd how to configure them through the Command
Line Interface (CLI). CLI commands are used in¢befiguration examples; for more details about the
syntax of commands, see t@eniSwitch AOS Release 6 CLI Reference Guide.

Configuration procedures described in this chajpigude:

¢ |oading and enabling OSPFv3. Séetivating OSPFv3” on page 2-14

e Creating OSPFv3 areas. Sé€reating an OSPFv3 Area” on page 2-15

e Creating OSPFv3 interfaces. S&reating OSPFv3 Interfaces” on page 2-16

e Creating virtual links. Se®Creating Virtual Links” on page 2-17

e Configuring redistribution using route mefee“Configuring Redistribution” on page 2-18

For information on creating and managing VLANSs, ¥&enfiguring VLANS" in theOmniSnitch AOS
Release 6 Network Configuration Guide.
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OSPFv3 Specifications

RFCs Supported RFC 1826—IP Authentication Header
RFC 1827—IP Encapsulating Security Payload
RFC 2553—Basic Socket Interface Extensions for
IPv6
RFC 2373—IPv6 Addressing Architecture
RFC 2374—An IPv6 Aggregatable Global Unicast
Address Format
RFC 2460—IPv6 base specification
RFC 2740—OSPF for IPv6
draft-ietf-ospf-ospfv3-update-11—OSPF for IPv6
draft-ietf-ospf-ospfv3-mib-09—MIB for OSPFv3

Platforms Supported OmniSwitch 6850E, 6855, 9000E

Maximum number of Areas (per router) 5

Maximum number of Interfaces (per router) 20

Maximum number of Link State Database5K
entries (per router)

Maximum number of adjacencies (per 20
router)

Maximum number of ECMP gateways (pe#
destination)

Maximum number of neighbors (per router) 16

Maximum number of routes (per router) Up to 5000eending on the number of inter-
faces/neighbors, this value may vary.)
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OSPFv3 Defaults Table

The following table shows the default settingshaf tonfigurable OSPFv3 parameters.

Parameter Description Command Default Value/Comments
Configures the OSPFv3 administrapv6é ospf status enabled
tive status.

Configures the administrative statuipv6 ospf interface status enabled

for an OSPF interface.

Configures OSPFv3 redistribution. ipv6 redist disabled
Configures timers for Shortest Pathipv6 ospf spf-timer delay: 5
First (SPF) calculation. hold: 10
Creates or deletes an area defaultipv6 ospf area 0

metric.

Configures OSPFv3 interface deadpv6 ospf interface dead-interval 40 seconds
interval.

Configures OSPFv3 interface helloipv6 ospf interface hello-interval 10 seconds
interval.

Configures the OSPFv3 interface ipv6 ospf interface cost 1

cost.

Configures the OSPFv3 interface ipv6 ospf interface priority 1

priority.

Configures OSPFv3 interface ipv6 ospf interface retrans-inter- 5 seconds
retransmit interval. val

Configures the OSPFv3 interface ipv6 ospf interface transit-delay 1 second
transit delay.
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OSPFv3 Quick Steps

The followings steps are designed to show the tiigenecessary set of commands for setting up amrout
to use OSPFv3:

1 Create a VLAN using thelan command. For example:
->vlan 5
->vlan 5 enable
2 Create an IPv6 interface on the vlan usingipvé interface command. For example:
-> ipv6 interface test vlan 1
3 Configure an IPv6 address on the vlan usingk& addresscommand. For example:
-> ipv6 address 2001::/64 eui-64 test
4 Assign a port to the VLAN created in Step 1 usimgwian port default command. For example:

->vlan 1 port default 2/1

Note. The port will be statically assigned to the VLAN, @ VLAN must have a physical port assigned to
it in order for the router port to function. Howeythe router could be set up in such a way thdtil@o
ports are dynamically assigned to VLANSs using VLANes. See the chapter titled “Defining VLAN
Rules” in theOmniSwitch AOS Release 6 Network Configuration Guide.

5 Assign a router ID to the router using fpeouter router-id command. For example:
-> ip router router-id 5.5.5.5

6 Load OSPFv3 using thpv6 load ospfcommand. For example:
-> ipv6 load ospf

7 Create a backbone to connect this router to othesan area for the router’s traffic using the
ipv6 ospf areacommand. (Backbones are always labeled area @.)0Far example:

-> ipv6 ospf area 0.0.0.0
-> ipv6 ospf area 0.0.0.1

8 Create an OSPFv3 interface for the VLAN create8tep 1 and assign the interface to an area identi-
fier using thepv6 ospf interface areacommand. The OSPFv3 interface should use the sderéace
name used for the VLAN router IP created in Steppdt.example:

-> ipv6 ospf interface test area 0.0.0.0

Note. The interface nameannot have spaces.
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9 You can now display the router OSPFv3 settingsdiggitheshow ipv6 ospfcommand. The output
generated is similar to the following:

-> show ipv6 ospf

Status
Router ID
# Areas

# Interfaces

Area Border Router
AS Border Router
External Route Tag
SPF Hold (seconds)
SPF Delay (seconds)

= Enabled,
=5.5.5.5,
=2,
=4,
=Yes,
= No,
=0,
= 10,
=5,

MTU checking

# SPF calculations performed
Last SPF run (seconds ago)

# of neighbors that are in:

Full state

Loading state =0
Exchange state

Exstart stat
2way state
Init state

Attempt state

Down state

e

= 3,
=N/A,

= Enabled,

Router ID
As setin Step 5

10 You can display OSPFv3 area settings usingttmev ipv6 ospf areacommand. For example:

-> show ipv6 ospf area

Stub  Number of

Area ID Type Metric Interfaces
+ B — +

0.0.0.0 Normal NA 2

0.0.0.1 Normal NA 2

Area ID
As set in Step 6
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11 You can display OSPFv3 interface settings usingtov ipv6 ospf interfacecommand.
For example:

-> show ipv6 ospf interface test

Name = test

Type = BROADCAST,

Admin Status = Enabled,

IPv6 Interface Status = Up,

Oper Status = Up, Area ID
State =DR, As set in Step 6
Area =0.0.0.0,

Priority =100,

Cost =1,

Designated Router =3.3.3.3,

Backup Designated Router =0.0.0.0,

Hello Interval =1,

Router Dead Interval =4,

Retransmit Interval =5,

Transit Delay =1,

Ifindex =17,

IPv6 'ifindex’ = 2071,

MTU = 1500,

# of attached neighbors =0,

Globally reachable prefix #0 = 2071::2/64
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12 You can view the contents of the Link-State Datel@®SB) using theshow ipv6 ospf Isdb
command. This command displays the topology inféionathat is provided to/from neighbors.

For example:

-> show ipv6 ospf Isdb

Area Type Link ID  Aduvertisi
+ + +
0.0.0.0 Router O 172.28.4.
0.0.0.0 Router O 172.28.4.
0.0.0.0 Network 9 172.28.4.
0.0.0.0 Intra AP 16393 172.28.4.
0.0.0.0 Inter AP 1 172.28.4.
0.0.0.0 Inter AP 2 172.28.4.
0.0.0.0 Inter AP 2 172.28.4.
0.0.0.0 Inter AP 3 172.28.4.
0.0.0.0 Inter AP 3 172.28.4.
0.0.0.0 Inter AP 4 172.28.4.
0.0.0.0 Link 6 172.28.4.
0.0.0.0 Link 7 172.28.4.
0.0.0.0 Link 9 172.28.4.
0.0.0.3 Router O 172.28.4.
0.0.0.3 Router 0O 172.28.4.
0.0.0.3 Network 5 172.28.4.
0.0.0.3 Intra AP 1 172.28.4.
0.0.0.3 Intra AP 1 172.28.4.
0.0.0.3 Intra AP 16389 172.28.4.
0.0.0.3 Inter AP 1 172.28.4.
0.0.0.3 Inter AP 3 172.28.4.
0.0.0.3 Inter AP 5 172.28.4.
0.0.0.3 Inter AP 6 172.28.4.
0.0.0.3 Inter AP 6 172.28.4.
0.0.0.3 Inter AP 7 172.28.4.
0.0.0.3 Inter AP 7 172.28.4.
0.0.0.3 Link 5 172.28.4.
0.0.0.3 Link 6 172.28.4.

ng Rtr Sequence # Age

+ +

28 8000003b
29 80000038
28 80000064
28 80000063
29 80000032
28 80000032
29 80000032
28 80000032
29 80000033
29 80000032
28 80000032
29 80000033
28 80000033
28 80000037
29 80000038
29 80000062
28 80000032
29 80000032
29 80000062
29 80000032
29 80000032
28 80000033
28 80000032
29 80000032
28 80000032
29 80000032
29 80000033
28 80000033

203
35
36
36
100
67
100
67
100
73
67
37
75
56
58
122
121
145
122
100
100
30
29
22
29
22
145
121
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OSPFv3 Overview

Open Shortest Path First version 3 (OSPFv3) rousiregshortest path first (SPF), or link-state tpcol

for IPv6 networks. OSPFv3 is an interior gatewagtpeol (IGP) that distributes routing information
between routers in a Single Autonomous System (ASPFv3 chooses the least-cost path as the best
path.

Each participating router distributes its locatst@.e., the router’'s usable interfaces, locaivoeks, and
reachable neighbors) throughout the AS by floodiimk-State Advertisements (LSAs). Each router main-
tains a link-state database (LSDB) describing titeestopology. The LSDB is built from the colledte
LSAs of all routers within the AS. Each multi-acee®twork that has at least two attached routessha
designated router and a backup designated routerd@signated router floods an LSA for the multi-
access network.

When a router starts, it uses the OSPFv3 Hellcoeobto discover neighbors and elect a designated
router for the network. Neighbors are dynamicatiyedted by sending Hello packets to a multicast
address. The router sends Hello packets to itshbeig and in turn receives their Hello packets.

Hello. Please respond)..
Are you a neighbor...
My link state is...

Hello. Please respond...
Are you a neighbor...

My link state is...

ey =SS e
= o

e

Le |

=

OSPFv3 Hello Protocol

The router will attempt to form full adjacencieghvall of its newly acquired neighbors. Only sonaérs,
however, will be successful in forming full adjacess. Topological databases are synchronized batwee
pairs of fully adjacent routers.

Adjacencies control the distribution of routing frcol packets. Routing protocol packets are sedt an
received only on adjacencies. In particular, disttion of topological database updates proceedwsalo
adjacencies.

Link state is also advertised when a router’s sthnges. A router’s adjacencies are reflectetlen t
contents of its link state advertisements. Thiatre@hship between adjacencies and link state altbes
protocol to detect downed routers in a timely faghi

AS link state advertisements are flooded througlttoeitAS, across areas. Area link state advertisemen
are flooded to routers within the same area. Towdihg algorithm ensures that all routers withigivaen
area have exactly the same LSDB. This databasést®n$ the collection of link state advertisements
received from each router belonging to the areamfthis database each router calculates a shpadst-
tree. This shortest-path tree in turn yields aingutable for the protocol.
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OSPFv3 Areas

OSPFv3 allows collections of contiguous networkd hasts to be grouped together asigga. Each area
runs a separate copy of the basic link-state rgulgorithm (usually called SPF). This means tlaahe
area has its own topological database, as explami previous section.

Inter-Area Routing

Intra-Area Intra-Area
Routing Routing
Router 1 Backbone Router 3

A \

Link State Link State
Messages Messages
\ y
Router 2 Router 4

Area 1 Area 2

OSPFv3 Intra-Area and Inter-Area Routing

An area’s topology is visible only to the membefr¢he area. Conversely, routers internal to a gevea
know nothing of the detailed topology externaltie airea. This isolation of knowledge enables to&opr
col to reduce routing traffic by concentrating omadl areas of an AS, as compared to treating thieeen
AS as a single link-state domain.

Each router that participates in a specific aremtagsms an LSDB containing topological informatitom
that area. If the router participates in multipleass, then it will maintain a separate databasedoh area
to which the router belongs. LSAs are flooded tigtmaut an area to ensure that all participatingen@ut
have an identical LSDB for that area.

A router connected to multiple areas is identifisdanarea border router (ABR). All ABRs must also
belong to aackbone area (also known as area 0). The backbone ismegpe for distributing routing
information between areas. Although the backboramiarea itself, it consists of area border roudads
must also have links to all areas to which it @walnsfer information.The topology of the backboreaas
invisible to each of the areas, while the backhitsef knows nothing of the topology of the areas.

All routers in an area must agree on that area'arpaters. Since a separate copy of the link-stgte a
rithm is run in each area, most configuration pastars are defined on a per-router basis. All rauter
belonging to an area must agree on that area’sgroation. Misconfiguration will keep neighbors ffino
forming adjacencies between themselves, and OS®RHM3ot function.
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Classification of Routers

When an AS is split into OSPFv3 areas, the rowterdurther divided according to function into the
following four overlapping categories:

¢ |nternal area router. A router with all directly connected networks b&jing to the same area. Each
internal router shares the same LSDB with othetamsuwvithin the same area.

e Area border router (ABR). A router that attaches to multiple areas anthédtackbone area. ABRs
maintain a separate LSDB for each area to whishdbnnected, in addition to an AS and link-local
database. The topological information from eacla &8DB is condensed by the ABR and flooded to
other areas.

e Designated router (DR).An elected router that is responsible for genegalti8As and maintaining
the LSDB for the subnet to which the router is axtad. The DR updates the LSDB by exchanging
database updates with adjacent, non-designateersoon the network.

e AS boundary router. A router that exchanges routing information witliters belonging to other
Autonomous Systems. Such a router may also adeextiternal routes throughout the Autonomous
System. The path to each AS boundary router is knmyvevery router in the AS. This classification is
completely independent of the previous classiftoai(i.e., internal and area border routers). AS
boundary routers may be internal or area borddersu

Virtual Links

It is possible to define areas in such a way thatiackbone is no longer contiguous. (This is ndtleal
OSPFv3 configuration, and maximum effort shouldvizle to avoid this situation.) In this case the
system administrator must restore backbone convigdhy configuringvirtual links.

Virtual links can be configured between any twokimme routers that have a connection to a common
non-backbone area. The protocol treats two royoéred by a virtual link as if they were connectsdan
unnumbered point-to-point network. The routing poat traffic that flows along the virtual link uses
intra-area routing only, and the physical connecbetween the two routers is not managed by the
network administrator (i.e., there is no dedicatednection between the routers as there is with the
OSPFv3 backbone).

Router A Router B

Backbone i i Backbone

OSPFv3 Routers Connected with a Virtual Link

In the above diagram, Router A and Router B areeoted via a virtual link in Area 1, which is knoas
a transit area. Sé€reating Virtual Links” on page 2-1fbr more information.

page 2-10 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Configuring OSPFv3 OSPFv3 Overview

Stub Areas

OSPFv3 allows certain areas to be configurestudsareas. A stub area is an area with routers that have
no AS external Link State Advertisements (LSASs).

In order to take advantage of the OSPFv3 stubsarpport, default routing must be used in the steb.a
This is accomplished by configuring one or moréhef stub area’s border routers to advertise a ftefau
route into the stub area. The default routes wéteh any destination that is not explicitly readbdiy an
intra-area or inter-area path (i.e., AS externatidations).

Backbone

/;

Virtual Link

Backbone

Area 1 Area 2 Area 3
(stub) (stub)

OSPFv3 Stub Area

Area 1 and Area 3 could be configured as stub a&tab areas are configured using the OSRBY@ ospf
area command, described fi€reating an Area” on page 2-1Bor more overview information on areas, see
“OSPFv3 Areas” on page 2-9

The OSPFv3 protocol ensures that all routers béhgni an area agree on whether the area has been
configured as a stub. This guarantees that no sanfwill arise in the flooding of AS external adtige-
ments.

Two restrictions on the use of stub areas are:
e Virtual links cannot be configured through stubaare

e AS boundary routers cannot be placed internalutb ateas.
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Equal Cost Multi-Path (ECMP) Routing

Using information from its continuously updatedatsses, OSPFv3 calculates the shortest path t@a gi
destination. Shortest path is determined from metiues at each hop along a path. At times, twaane
paths to the same destination will have the santagrmst.

In the network illustration below, there are twdhgafrom Source router A to Destination router BeO
path traverses two hops at routers X and Y andéend path traverses two hops at M and N. Ifated t
cost through X and Y to B is the same as the dastivand N to B, then these two paths have equsl co
In this version of OSPFv3 both paths will be stosed used to transmit data.

Y

X
)a%l Iy

EE I
Source (A) Destination (B)

% | I

M N

Multiple Equal Cost Paths

Delivery of packets along equal paths is basedawsfrather than a round-robin scheme. Equal sost i
determined based on standard routing metrics. Hewether variables, such as line speed, are not
considered. So it is possible for OSPFv3 to detigepaths have an equal cost even though one may
contain faster links than another.
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Configuring OSPFv3

Configuring OSPFv3 on a router requires severalsstBepending on your requirements, you may not
need to perform all of the steps listed below.

By default, OSPFv3 is enabled on the router. Camiiy OSPFv3 consists of these tasks:

Set up the basics of the OSPFv3 network by configuhe required VLANS, assigning ports to the
VLANSs, and assigning router identification numbtrghe routers involved. This is described in
“Preparing the Network for OSPFv3” on page 2-14

Load OSPFv3. When the image file for advanced ngui§ installed, you must load the OSPFv3 code.
The commands for loading OSPFv3 are describéddtivating OSPFv3” on page 2-14

Create any desired OSPFv3 areas, including thebloaekarea if one is required. Note that a backbone
area is not necessary if there is only one area.cbmmands to create areas and backbone areas are
described irfCreating an OSPFv3 Area” on page 2-15

Set area parameters (optional). OSPFv3 will ru wie default area parameters, but different
networks may benefit from modifying the paramet&tedifying area parameters is described in
“Configuring Stub Area Default Metrics” on page 2-16

Create OSPFv3 interfaces. OSPFv3 interfaces aatett@nd assigned to areas. Creating interfaces is
described irfCreating an Interface” on page 1-28nhd assigning interfaces is describetiissigning
an Interface to an Area” on page 1-20

Set interface parameters (optional). OSPFv3 willwith the default interface parameters, but differ
ent networks may benefit from modifying the paraengtAlso, it is possible to set authentication on
an interface.

Configure virtual links (optional). A virtual links used to establish backbone connectivity when two
backbone routers are not physically contiguousciBate a virtual link, seé&reating Virtual Links”
on page 2-17

Configure redistribution using route maps (optipnRedistribution allows the control of how routes
are advertised into the OSPFv3 network from outdiéeAutonomous System. Configuring redistribu-
tion is described ifConfiguring Redistribution” on page 2-18

Configure router capabilities (optional). There segeral commands that influence router operation.
These are covered briefly in a tablé'@onfiguring Router Capabilities” on page 2:24

At the end of the chapter is a simple OSPFv3 nétwl@gram with instructions on how it was created o
a router-by-router basis. S88SPFv3 Application Example” on page 2-&% more information.
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Preparing the Network for OSPFv3

OSPFv3 operates on top of normal switch functiossg existing ports, virtual ports, VLANS, etc.él'h
following network components should already be mped:

e Configure VLANS that are to be used in the OSPFv3etwork. VLANS should be created for inter-
faces that will participate in the OSPFv3 netwdfkAN configuration is described in “Configuring
VLANS" in the OmniSwitch AOS Release 6 Network Configuration Guide.

¢ Assign IPv6 interfaces to the VLANsIPV6 interfaces must be assigned to the VLAN. Asisig IPv6
interfaces is described in “Configuring IP” in tBenni Switch AOS Release 6 Network Configuration
Guide.

¢ Assign ports to the VLANs The physical ports participating in the OSPFvBwoek must be assigned
to the created VLANS. Assigning ports to a VLANdisscribed in “Assigning Ports to VLANS” in the
Omni Switch AOS Release 6 Network Configuration Guide.

e Set the router identification number. (optional) The routers participating in the OSBRetwork
must be assigned a router identification numbeis mMbmber is specified using the standard dotted
decimal format (e.g., 1.1.1.1) but may not consistll zeros (0.0.0.0). Router identification numbe
assignment is discussed in “Configuring IP” in ®rmni Switch AOS Release 6 Network Configuration
Guide. If this is not done, the router identificationmioer is automatically the primary interface
address.

Activating OSPFv3

To run OSPFv3 on the router, the advanced routirage must be installed. See OwniSwitch AOS
Release 6 Switch Management Guide for information on how to install image files.

After the image file has been installed onto th&eo you will need to load the OSPFv3 software int
memory as described below:

Loading the Software

To load the OSPFv3 software into the router’s rogrdonfiguration, enter thipvé load ospfcommand at
the system prompt:

-> ipv6 load OSPF

The OPSFv3 software is now loaded into memory.

Configuring the OSPFv3 Administrative Status

When the OSPFv3 software is loaded into the rositemning configuration (either through the CLloor
startup), it is administratively enabled by defalith change the OSPFv3 administrative status,hese t
ipv6 ospf statuscommand. For example, the following commands désabd enable OSPFv3 on the
router:

-> ipv6 ospf status disable
-> ipv6 ospf status enable
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Removing OSPFv3 from Memory

To remove OSPFv3 from the router memory, it is seagy to manually edit tH®oot.cfgfile. The
boot.cfgfile is an ASCII text-based file that controls maofythe switch parameters. Open the file and
delete all references to OSPFv3.

For the operation to take effect the switch needsetrebooted.

Creating an OSPFv3 Area
OSPFv3 allows a set of network devices in an Autooas System (AS) to be grouped togethearias.

There can be more than one router in an area. liskesthere can be more than one area on a singjerro
(in effect, making the router the Area Border Ro@BR) for the areas involved), but standard netwo
ing design does not recommended that more thae #reas be handled on a single router.

Note that configuring a backbone area for a roisteequired if the router is going to participatemore
than one area.

Areas are named using 32-bit dotted decimal foemagt, 1.1.1.1). Area 0.0.0.0 is reserved for thekb
bone.

Creating an Area

To create an area and associate it with a routéer ¢heipvé ospf areacommand with the area identifica-
tion number at the CLI prompt, as shown:

-> ipv6 ospfarea 1.1.1.1
Area 1.1.1.1 will now be created on the router wlith default parameters.

The backbone is always area 0.0.0.0. To createathes on a router, you would use the above command,
but specify the backbone, as shown:

-> ipv6 ospf area 0.0.0.0

The backbone would now be attached to the routekjmg it an Area Border Router (ABR).

Specifying an Area Type

When creating areas, an area type can be spegifieshal or stub). Area types are described above in
“OSPFv3 Areas” on page 2-30 specify an area type, use the6 ospf areacommand as shown:

-> ipv6 ospf area 1.1.1.1 type stub

Note. By default, an area is a normal area. Ty keyword would be used to change a normal area into
stub.

Displaying Area Status

You can check the status of the newly createdlayassing theshowcommand, as demonstrated:
-> show ipv6 ospf area 1.1.1.1

or

-> show ipv6 ospf area
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The first example gives specifics about area 1114dnd the second example shows all areas configure
the router.

To display the parameters of an area, usetiosv ipv6 ospf areacommand as follows:

-> show ipv6 ospf area 1.1.1.1

Deleting an Area
To delete an area, enter tipg6 ospf areacommand as shown:

->no ipv6 ospfarea 1.1.1.1

Configuring Stub Area Default Metrics

The default metric configures the metric that asaavorder router (ABR) will advertise into the sarba.
Use theipv6 ospf areacommand to modify the default metric for a stubra®@pecify the stub area and
select a cost value or a route type, as shown:

-> ipv6 ospf area 1.1.1.1 type stub default-metric 10

Creating OSPFv3 Interfaces

Once areas have been established, interfaces méedcteated and assigned to the areas. (Creatiag a
is described ifiCreating an Area” on page 2-Hbove.)

To create an interface and assign it to an ardar #reipv6 ospf interface areacommand with an inter-
face name and an area identification number, asisho

-> ipv6 ospf interface vlan-213 area 1.1.1.1

Note. The interface nameannot have spaces.

The interface can be deleted by usingrth&keyword, as shown:
-> no ipv6 ospf interface vlan-213
An interface can be removed from an area by reasgjgt to a new area.

Once an interface has been created, you can ctsestiaius and configuration by using g®w ipv6 ospf
interface command, as demonstrated:

-> show ipv6 ospf interface vlan-213
Instructions for interface parameter options argcdbed in“Modifying Interface Parameters” on
page 2-17
Configuring the Interface Administrative Status

When an OSPFv3 interface is created and assignateanit is administratively enabled by defaut. T
change the administrative status of the interfase,theépv6 ospf interface statuscommand with the
interface IP address or interface name, as shown:

-> ipv6 ospf interface vlan-213 status disable
-> ipv6 ospf interface vlan-213 status enable
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Modifying Interface Parameters

There are several interface parameters that camodéied on a specified interface. Most of theselde
with timer settings.

The cost parameter and the priority parameter toetfetermine the cost of the route using this fata,
and the chance that this interface’s router witldree the designated router, respectively.

The following table shows the various interfacegpagters that can be set:

ipv6 ospf interface dead-interval Configures the OSPFv3 interface dead intervalolhallo packets are
received in this interval from a neighboring routée neighbor is
considered dead.

ipv6 ospf interface hello-interval Configures the OSPFv3 hello interval.

ipv6 ospf interface cost Configures the OSPFv3 interface cost. A cost megfiers to the net-
work path preference assigned to certain typegaffid.

ipv6 ospf interface priority Configures the OSPFv3 interface priority. The ptyonumber helps
determine if this router will become the designatmater.

ipv6 ospf interface retrans- Configures the OSPFv3 interface retransmit intefVae number of

interval seconds between link state advertisement retrasgmssfor adjacen-

ciesbelonging to this interface.

ipv6 ospf interface transit-delay Configures the OSPFv3 interface transit delay. 8$tenated number
of seconds required to transmit a link state updaée this interface.

These parameters can be added any time.“Seating OSPFv3 Interfaces” on page 2fa6more infor-
mation.) For example, to set the dead intervallt@dd the cost to 100 on interface vlan-213, ehter
following:

-> ipv6 ospf interface vlan-213 dead-interval 50 co st 100

To set the poll interval to 25, the priority to 1@hd the retransmit interval to 10 on interface
vlan-213, enter the following:

-> ipv6 ospf interface vlan-213 poll-interval 25 pr iority 100 retrans-interval
10

To set the hello interval to 5000 on interface v24r8, enter the following:

-> ipv6 ospf interface vlan-213 hello-interval 5000

Creating Virtual Links

To create a virtual link, commands must be subuhititethe routers at both ends of the link. Theeput
being configured should point to the other endheflink, and both routers must have a common area.

When entering thgov6 ospf virtual-link command, it is necessary to enter the Router IDefar end of
the link, and the area ID that both ends of thke $hare.

For example, a virtual link needs to be created/beh Router A (router ID 1.1.1.1) and Router B {eou
ID 2.2.2.2). We must:

1 Establish a transit area between the two routéngjilke commands discussed'@reating an OSPFv3
Area” on page 2-1%in this example, we will use Area 0.0.0.1).
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2 Then use th@v6 ospf virtual-link command on Router A as shown:
-> ipv6 ospf virtual-link area 0.0.0.1 router 2.2.2 2
3 Next, enter the following command on Router B:
-> ipv6 ospf virtual-link area 0.0.0.1 router 1.1.1 1
Now there is a virtual link across Area 0.0.0.Xiimy Router A and Router B.
4 To display virtual links configured on a routerf@mthe followingshowcommand:
-> show ipv6 ospf virtual-link

5 To delete a virtual link, enter thigv6 ospf virtual-link command with the area and far end router
information, as shown:

-> no ipv6 ospf virtual-link area 0.0.0.1 router 2. 222

Modifying Virtual Link Parameters

There are several parameters for a virtual linklisas hello-interval and dead-interval that camiogi-
fied at the time of the link creation. They areaésed in thepv6 ospf virtual-link command descrip-
tion. These parameters are identical in functiotih&r counterparts in the sectiivodifying Interface

Parameters” on page 2-17

Configuring Redistribution

It is possible to learn and advertise IPv6 routgsvben different protocols. Such a process is redeio as
route redistribution and is configured using ifns redist command.

Redistribution uses route maps to control how ewxtieroutes are learned and distributed. A route map
consists of one or more user-defined statements#madetermine which routes are allowed or denied
access to the network. In addition a route map atsy contain statements that modify route pararseter
before they are redistributed.

When a route map is created, it is given a namaetatify the group of statements that it represehiss
name is required by thpv6 redist command. Therefore, configuring route redistribatiovolves the
following steps:

1 Create a route map, as describetlising Route Maps” on page 2-19

2 Configure redistribution to apply a route map, asalibed if‘Configuring Route Map Redistribu-
tion” on page 2-22

Note. An OSPFv3 router automatically becomes an Autona&ystem Border Router (ASBR) when
redistribution is configured on the router.
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Using Route Maps

A route map specifies the criteria that are usezbtdrol redistribution of routes between protoc&sch
criteria is defined by configuring route map sta¢ens. There are three different types of statements

e Action. An action statement configures the route map naeguence number, and whether or not
redistribution is permitted or denied based oneanap criteria.

e Match. A match statement specifies criteria that a roustrmatch. When a match occurs, then the
action statement is applied to the route.

e Set.A set statement is used to modify route informratiefore the route is redistributed into the
receiving protocol. This statement is only applieall the criteria of the route map is met and the
action permits redistribution.

Theip route-map command is used to configure route map statenagmtprovides the followingction,
match, andsetparameters:

ip route-map action ... ip route-map match ... ip rote-map set ...
permit ip-address metric
deny ip-nexthop metric-type
ipv6-address tag
ipv6-nexthop community
tag local-preference
ipv4-interface level
ipv6-interface ip-nexthop
metric ipv6-nexthop
route-type

Refer to the “IP Commands” chapter in tBeniSwitch AOS Release 6 CLI Reference Guide for more
information about th@ route-map command parameters and usage guidelines.

Once a route map is created, it is then applieniguieipv6 redist command. Se&Configuring Route
Map Redistribution” on page 2-Z@r more information.

Creating a Route Map

When a route map is created, it is given a named@® characters), a sequence number, and amactio
(permit or deny). Specifying a sequence numbepi®pal. If a value is not configured, then the rtoem
50 is used by default.

To create a route map, use theoute-map command with thaction parameter. For example,
-> ip route-map ospf-to-rip sequence-number 10 acti on permit

The above command creates the ospf-to-rip route asgigns dequence numbenf 10 to the route
map, and specifiesggermit action.

To optionally filter routes before redistributiamse thap route-map command with anatch parameter
to configure match criteria for incoming routesr Egample,

-> ip route-map ospf-to-rip sequence-number 10 matc htag 8

The above command configures a match statemettidarspf-to-rip route map to filter routes based on
their tag value. When this route map is appliedy @5PFv3 routes with a tag value of eight aresteithi-
uted into the RIPng network. All other routes watldifferent tag value are dropped.
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Note. Configuring match statements is not required. Havei¥ a route map does not contain any match
statements and the route map is applied usingtfieredist command, the router redistributaé routes
into the network of the receiving protocol.

To modify route information before it is redistriled, use thé route-map command with @&etparame-
ter. For example,

-> ip route-map ospf-to-rip sequence-number 10 set tag 5

The above command configures a set statementdardpf-to-rip route map that changes the route tag
value to five. Because this statement is part efapf-to-rip route map, it is only applied to reaithat
have an existing tag value equal to eight.

The following is a summary of the commands usetthénabove examples:

-> ip route-map ospf-to-rip sequence-number 10 acti on permit
-> ip route-map ospf-to-rip sequence-number 10 matc htag 8
-> ip route-map ospf-to-rip sequence-number 10 set tag 5

To verify a route map configuration, use #f®w ip route-mapcommand:

-> show ip route-map

Route Maps: configured: 1 max: 200

Route Map: ospf-to-rip Sequence Number: 10 Action p ermit
match tag 8
settag 5

Deleting a Route Map

Use theno form of theip route-map command to delete an entire route map, a routesegpence, or a
specific statement within a sequence.

To delete an entire route map, emerip route-map followed by the route map name. For example, the
following command deletes the entire route map rhredistipvé:

-> no ip route-map redistipvé

To delete a specific sequence number within a romap, enteno ip route-map followed by the route
map name, thesequence-numbefollowed by the actual number. For example, thefang command
deletes sequence 10 from the redistipv6 route map:

-> no ip route-map redistipvé sequence-number 10

Note that in the above example, the redistripv@eonap is not deleted. Only those statements agsdci
with sequence 10 are removed from the route map.

To delete a specific statement within a route neaperno ip route-map followed by the route map name,
thensequence-numbefollowed by the sequence number for the statentleet, eithematch or setand
the match or set parameter and value. For exairtt@dollowing command deletes only the match tag 8
statement from route map redistipvé sequence 10:

-> no ip route-map redistipvé sequence-number 10 ma tch tag 8
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Configuring Route Map Sequences

A route map may consist of one or more sequencstatdments. The sequence number determines which
statements belong to which sequence and the ardehich sequences for the same route map are
processed.

To add match and set statements to an existing raap sequence, specify the same route map name and
sequence number for each statement. For exampl&ltbwing series of commands creates route map
rm_1 and configures match and set statements éamth 1 sequence 10:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 8
-> ip route-map rm_1 sequence-number 10 set metric 1

To configure a new sequence of statements for etirex route map, specify the same route map name
but use a different sequence number. For exammdptlowing command creates a new sequence 20 for
the rm_1 route map:

-> ip route-map rm_1 sequence-number 20 action perm it
-> ip route-map rm_1 sequence-number 20 match ipv6- interface to-finance
-> ip route-map rm_1 sequence-number 20 set metric 5

The resulting route map appears as follows:

-> show ip route-map rm_1

Route Map: rm_1 Sequence Number: 10 Action permit
match tag 8
set metric 1

Route Map: rm_1 Sequence Number: 20 Action permit
match ip6 interface to-finance
set metric 5

Sequence 10 and sequence 20 are both linked t® moay rm_1 and are processed in ascending order
according to their sequence number value. Notetliese is an implied logical OR between sequeniss.
a result, if there is no match for the tag valueegquence 10, then the match interface statement in
sequence 20 is processed. However, if a route mattie tag 8 value, then sequence 20 is not ubed. T
set statement for whichever sequence was matclesaplied.

A route map sequence may contain multiple matdestants. If these statements are of the same kind
(e.g., match tag 5, match tag 8, etc.) then a &@R is implied between each like statement.dfrifatch
statements specify different types of matches (eaich tag 5, match ip4 interface to-finance, ethgn a
logical AND is implied between each statement. &ample, the following route map sequence will
redistribute a route if its tag is either 8 or 5:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 5
-> ip route-map rm_1 sequence-number 10 match tag 8

The following route map sequence will redistribateoute if the route has a tag of 8 aarfsl the route
was learned on the IPv4 interface to-finance:

-> ip route-map rm_1 sequence-number 10 action perm it

-> ip route-map rm_1 sequence-number 10 match tag 5

-> ip route-map rm_1 sequence-number 10 match tag 8

-> ip route-map rm_1 sequence-number 10 match ipv4- interface to-finance
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Configuring Access Lists

An IP access list provides a convenient way toradttiple IPv4 or IPv6 addresses to a route mapngJsi
an access list avoids having to enter a separate neap statement for each individual IP addresdead,
a single statement is used that specifies the adist:iame. The route map is then applied tchall t
addresses contained within the access list.

Configuring an IP access list involves two stepsating the access list and adding IP addresdée tist.
To create an IP access list, useifhaccess-listommand (IPv4) or thipv6 access-liscommand (IPv6)
and specify a name to associate with the list.example,

-> ip access-list ipaddr
-> ipv6 access-list ip6addr

To add addresses to an access list, usip thecess-list addres§lPv4) or thepv6 access-list address
(IPv6) command. For example, the following commaadd addresses to an existing access list:

-> ip access-list ipaddr address 16.24.2.1/16
-> ipv6 access-list ip6addr address 2001::1/64

Use the same access list name each time the aboveands are used to add additional addresses to the
same access list. In addition, both commands peatid ability to configure if an address and/or its
matching subnet routes are permitted (the defaultlenied redistribution. For example:

-> ip access-list ipaddr address 16.24.2.1/16 actio n deny redist-control all-
subnets

-> ipv6 access-list ip6addr address 2001::1/64 acti on permit redist-control no-
subnets

For more information about configuring accessdminmands, see the “IP Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.

Configuring Route Map Redistribution

Theipv6 redist command is used to configure the redistributiorootes from a source protocol into the
OSPFv3 destination protocol. This command is usethe OSPFv3 router that will perform the redistri-
bution.

Note. A router automatically becomes an Autonomous Sy®ender Router (ASBR) when redistribu-
tion is configured on the router.

A source protocol is a protocol from which the esiare learned. A destination protocol is the ate i
which the routes are redistributed. Make sure lto#tt protocols are loaded and enabled before aanfig
ing redistribution.

Redistribution applies criteria specified in a ®utap to routes received from the source protddwre-
fore, configuring redistribution requires an exigtiroute map. For example, the following command
configures the redistribution of OSPFv3 routes ihi® RIPng network using the ospf-to-rip route map:

-> ipv6 redist ospf into rip route-map ospf-to-rip

OSPFv3 routes received by the router interfacg@ereessed based on the contents of the ospf-touie
map. Routes that match criteria specified in thige map are either allowed or denied redistrilpuiito
the RIPng network. The route map may also speb#yniodification of route information before the t®u
is redistributed. SettJsing Route Maps” on page 2-1I8r more information.
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To remove a route map redistribution configuratiase theno form of theipv6 redist command. For
example:

-> no ipv6 redist ospf into rip route-map ospf-to-r ip
Use theshow ipv6 redistcommand to verify the redistribution configuration
-> show ipv6 redist

Source Destination
Protocol Protocol Status Route Map
+ + Fommeeee e
locallPv6 RIPng Enabled ipv6rm
OSPFv3 RIPng Enabled ospf-to-rip

Configuring the Administrative Status of the Route Map Redistribution

The administrative status of a route map redisti@iouconfiguration is enabled by default. To chatige
administrative status, use th@tus parameter with thgv6é redist command. For example, the following
command disables the redistribution administrasiegus for the specified route map:

-> ipv6 redist ospf into rip route-map ospf-to-rip status disable
The following command example enables the admatist status:

-> ipv6 redist ospf into rip route-map ospf-to-rip status enable

Route Map Redistribution Example

The following example configures the redistribut@mmOSPFv3 routes into a RIPng network using agout
map (ospf-to-rip) to filter specific routes:

-> ip route-map ospf-to-rip sequence-number 10 acti on deny

-> ip route-map ospf-to-rip sequence-number 10 matc htag 5

-> ip route-map ospf-to-rip sequence-number 10 matc h route-type external type2
-> ip route-map ospf-to-rip sequence-number 20 acti on permit

-> ip route-map ospf-to-rip sequence-number 20 matc h ipv6-interface intf_ospf
-> ip route-map ospf-to-rip sequence-number 20 set metric 255

->ip route-map ospf-to-rip sequence-number 30 actio n permit

->ip route-map ospf-to-rip sequence-number 30 set t ag 8

-> ipv6 redist ospf into rip route-map ospf-to-rip
The resulting ospf-to-rip route map redistribut@mnfiguration does the following
¢ Denies the redistribution of Type 2 external OS@tes with a tag set to five.

¢ Redistributes into RIPng all routes learned onittfe ospf interface and sets the metric for sualtes
to 255.

¢ Redistributes into RIPng all other routes (thosepnocessed by sequence 10 or 20) and sets tliertag
such routes to eight.
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Configuring Router Capabilities

The following list shows various commands that baruseful in tailoring a router’s performance calpab
ties. All of the listed parameters have defaultt Hre acceptable for running an OSPFv3 network.

ipv6 ospf host Creates and deletes an OSPFv3 entry for diredtglaed hosts.

ipv6 ospf mtu-checking Enables or disables the use of Maximum Transfet (iTU) checking
on received OSPFv3 database description packets.

ipv6 ospf route-tag Configures a tag value for Autonomous System ExigihSE) routes
created.

ipv6 ospf spf-timer Configures timers for Shortest Path First (SPRywdation.

To enable MTU checking, enter:
-> ipv6 ospf mtu-checking
To set the route tag to 5, enter:
-> ipv6 ospf route-tag 5
To set the SPF timer delay to 3 and the hold tn& enter:
-> ipv6 ospf spf-timer delay 3 hold 6
To return a parameter to its default setting, etitercommand with no parameter value, as shown:

-> ipv6 ospf spf-timer
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OSPFv3 Application Example

This section will demonstrate how to set up a sePEPFv3 network. It uses three routers, eachamith
area. Each router uses three VLANSs. A backboneeaxsrall the routers. This section will demonstrate
how to set it up by explaining the necessary contsdar each router.

The following diagram is a simple OSPFv3 netwothkvill be created by the steps listed on the folloyv

pages.

Area 0.0.0.1
Router 1
Router ID 1.1.1.1

Backbone Area
(Area 0.0.0.0)

Area 0.0.0.2
Router 2
Router ID 20.0.0.1

Area 0.0.0.3
Router 3
Router ID 3.3.3.3

Three Area OSPFv3 Network
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Step 1: Prepare the Routers

The first step is to create the VLANs on each mudd an IP interface to the VLAN, assign a porthie
VLAN, and assign a router identification numbethe routers. For the backbone, the network design i
this case uses slot 2, port 1 as the egress pbdlan2, port 2 as ingress port on each routentétdl
connects to Router 2, Router 2 connects to Royt@n®Router 3 connects to Router 1 using 10/100
Ethernet cables.

Note. The ports will be statically assigned to the rouésra VLAN must have a physical port assigned to
it in order for the router port to function. Howeythe router could be set up in such a way thdtil@o
ports are dynamically assigned to VLANSs using VLANes. See the chapter titled “Defining VLAN
Rules” in the see th®mniSwnitch AOS Release 6 Network Configuration Guide.

The commands setting up VLANSs are shown below:
Router 1 (using ports 2/1 and 2/2 for the backbone, ants®IB-5 for end devices):

->vlan 31

-> ipv6 interface vlan-31 vian 31

-> ipv6 address 2001:1::1/64 vlan-31
->vlan 31 port default 2/1

->vlan 12

-> ipv6 interface vlan-12 vlan 12

-> ipv6 address 2001:2::1/64 vlan-12
->vlan 12 port default 2/2

->vlan 10

-> ipv6 interface vlan-10 vlan 10

-> ipv6 address 2001:3::1/64 vlan-10
->vlan 10 port default 2/3-5

-> ip router router-id 1.1.1.1
These commands created VLANs 31, 12, and 10.

¢ VLAN 31 handles the backbone connection from Roliter Router 3, using the IP router port
2001:1::1/64  and physical port 2/1.

¢ VLAN 12 handles the backbone connection from Roliter Router 2, using the IP router port
2001:2::1/64  and physical port 2/2.

¢ VLAN 10 handles the device connections to Routersing the IP router poe001:3::1/64  and
physical ports 2/3-5. More ports could be added later time if necessary.

The router was assigned the Router ID of 1.1.1.1.

Router 2 (using ports 2/1 and 2/2 for the backbone, antsgdiB-5 for end devices):

->vlan 12

-> ipv6 interface vlan-12 vlan 12

-> ipv6 address 2001:2::2/64 vlan-12
->vlan 12 port default 2/1

->vlan 23

-> ipv6 interface vlan-23 vlan 23

-> ipv6 address 2001:5::1/64 vlan-23
-> vlan 23 port default 2/2
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->vlan 20

-> ipv6 interface vlan-20 vlan 20

-> ipv6 address 2001:4::1/64 vlan-20
-> vlan 20 port default 2/3-5

-> ipv6 router router-id 2.2.2.2
These commands created VLANs 12, 23, and 20.

¢ VLAN 12 handles the backbone connection from Roliter Router 2, using the IP router port
2001:2::2/64  and physical port 2/1.

¢ VLAN 23 handles the backbone connection from Rofter Router 3, using the IP router port
2001:5:1/64  and physical port 2/2.

e VLAN 20 handles the device connections to Routersig the IP router poeD01:4::1/64 and
physical ports 2/3-5. More ports could be added later time if necessary.

The router was assigned the Router ID of 2.2.2.2.
Router 3 (using ports 2/1 and 2/2 for the backbone, antsgdiB-5 for end devices):

->vlan 23

-> ipv6 interface vlan-23 vlan 23

-> ipv6 address 2001:5::2/64 vlan-23
-> vlan 23 port default 2/1

->vlan 31

-> ipv6 interface vlan-31 vian 31

-> ipv6 address 2001:1::2/64 vlan-31
-> vlan 31 port default 2/2

->vlan 30

-> ipv6 interface vlan-30 vlan 30

-> ipv6 address 2001:6::2/64 vlan-30
-> vlan 30 port default 2/3-5

-> ipv6 router router-id 3.3.3.3
These commands created VLANs 23, 31, and 30.

¢ VLAN 23 handles the backbone connection from Roft&r Router 3, using the IP router port
2001:5::2/64  and physical port 2/1.

¢ VLAN 31 handles the backbone connection from Ro8ter Router 1, using the IP router port
2001:1::2/64  and physical port 2/2.

¢ VLAN 30 handles the device connections to Routarsig the IP router poe001:6::2/64  and
physical ports 2/3-5. More ports could be addedl later time if necessary.

The router was assigned the Router ID of 3.3.3.3.

Step 2: Load OSPFv3

The next step is to load OSPFv3 on each routercohanands for this step are below (the commands are
the same on each router):

-> ipv6 load ospf
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Step 3: Create the Areas and Backbone

Now the areas should be created. In this case,ilvereate an area for each router, and a backlarea
0.0.0.0) that connects the areas.

The commands for this step are below:
Router 1

-> ipv6 ospf area 0.0.0.0
-> ipv6 ospf area 0.0.0.1

These commands created and enabled area 0.0.8 Ioathkbone) and area 0.0.0.1 (the area for Rojter 1
Router 2

-> ipv6 ospf area 0.0.0.0
-> ipv6 ospf area 0.0.0.2

These commands created and enabled Area 0.0.8.04ttkbone) and Area 0.0.0.2 (the area for Router
2).

Router 3

-> ipv6 ospf area 0.0.0.0
-> ipv6 ospf area 0.0.0.3

These commands created and enabled Area 0.0.8.04ttkbone) and Area 0.0.0.3 (the area for Router
3).
Step 4: Create, Enable, and Assign Interfaces

Next, OSPFv3 interfaces must be created, enabhebassigned to the areas. The OSPFv3 interfaces
should have the same interface name as the IP¥érrimterfaces created above'8tep 1: Prepare the
Routers” on page 2-26

Router 1
-> ipv6 ospf interface vlan-31 area 0.0.0.0
-> ipv6 ospf interface vlan-12 area 0.0.0.0
-> ipv6 ospf interface vlan-10 area 0.0.0.1

IPv6 router interface vlan-31 was associated wiBPBv3 interface vlan-31, enabled, and assigndukto t
backbone. IPv6 router interface vlan-12 was astettiaith OSPFv3 interface vlan-12, enabled, and
assigned to the backbone. IPv6 router interface-& which connects to end stations and attached
network devices, was associated with OSPFv3 interféan-10, enabled, and assigned to Area 0.0.0.1.

Router 2
-> ipv6 ospf interface vlan-12 area 0.0.0.0
-> ipv6 ospf interface vlan-23 area 0.0.0.0
-> ipv6 ospf interface vlan-20 area 0.0.0.2

IPv6 router interface vlan-12 was associated wiBPBv3 interface vlan-12, enabled, and assigndukto t
backbone. IPv6 router interface vlan-23 was astettiaith OSPFv3 interface vlan-23, enabled, and
assigned to the backbone. IPv6 router interface-2& which connects to end stations and attached
network devices, was associated with OSPFv3 interféan-20, enabled, and assigned to Area 0.0.0.2.
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Router 3

-> ipv6 ospf interface vlan-23 area 0.0.0.0
-> ipv6 ospf interface vlan-31 area 0.0.0.0

-> ipv6 ospf interface vlan-30 area 0.0.0.3

IPv6 router interface vlan-23 was associated wiBPBv3 interface vlan-23, enabled, and assigndukto t
backbone. IPv6 router interface vlan-31 was astettiaith OSPFv3 interface vlan-31, enabled, and
assigned to the backbone. IPv6 router interface-8{& which connects to end stations and attached
network devices, was associated with OSPFv3 interféan-30, enabled, and assigned to Area 0.0.0.3.

Step 5: Examine the Network

After the network has been created, you can chezkarious aspects using show commands:

For OSPFv3 in general, use thigow ipv6 ospfcommand.

For areas, use ttehow ipv6 ospf areacommand.

For interfaces, use ttalow ipv6 ospf interfacecommand.

To check for adjacencies formed with neighbors,tbeshow ipv6 ospf neighborcommand.

For routes, use ttehow ipv6 ospf routecommand.
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Verifying OSPFv3 Configuration

To display information about areas, interfacegysirlinks, redistribution, or OPSFv3 in generale the
show commands listed in the following table:

show ipv6 ospf Displays the OSPFv3 status and general configurg@ameters.
show ipv6 redist Displays the route map redistribution configuration

show ipv6 ospf border-routers Displays information regarding all or specified éer routers.
show ipv6 ospf host Displays information on directly attached hosts.

show ipv6 ospf Isdb Displays LSAs in the LSDB associated with each area

show ipv6 ospf neighbor Displays information on OSPFv3 non-virtual neigtgor

show ipv6 ospf routes Displays the OSPFv3 routes known to the router.

show ipv6 ospf virtual-link Displays virtual link information.

show ipv6 ospf area Displays either all OSPFv3 areas, or a specifie@BS area.
show ipv6 ospf interface Displays OSPFv3 interface information.

For more information about the resulting displaysf these commands, see the “OSPFv3 Commands”
chapter in th@®mniSwitch AOS Release 6 CLI Reference Guide.

Examples of thehow ipv6 ospfshow ipv6 ospf areaandshow ipv6 ospf interfacecommand outputs
are given in the sectidf®SPFv3 Quick Steps” on page 2-4.
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Intermediate System-to-Intermediate System (IS4d8h International Organization for Standardizatio
(ISO) dynamic routing specification.

IS-IS is a shortest path first (SPF), or link statetocol. It is an interior gateway protocol (IGRat
distributes routing information between routersiisingle Autonomous System (AS) in IP as well as in
OSI environments. I1S-IS chooses the least-costgmthe best path. 1S-IS is suitable for complex
networks with large number of routers since it jideg faster convergence where multiple flows to a
single destination can be forwarded through omaane interfaces simultaneously.

IS-IS is also an ISO Connectionless Network Prdt¢CoNP). It communicates with its peers using the
Connectionless Mode Network Service (CLNS) PDU p&skwhich means that even in an IP-only envi-
ronment the 1S-IS router must have an 1ISO addi8&s network-layer addressing is done through
Network Service Access Point (NSAP) addresseddleatify any system in the OSI network.

In This Chapter

This chapter describes the basic components db I8t how to configure them through the Command
Line Interface (CLI). CLI commands are used in¢befiguration examples; for more details about the
syntax of commands, refer tkamni Switch AOS Release 6 CLI Reference Guide.

The configuration procedures described in this trapclude:

e |Loading and enabling I1S-IS (spage 3-1%h

e Creating IS-IS areas (spage 3-1h

e Activate IPv4 or IPv6 Routing and Creating IS-13d0it (seepage 3-1h
e Enabling I1S-IS authentication (spage 3-1%

e Creating redistribution policies using route mageepage 3-23

e Enabling M-ISIS Capability (segage 3-3p

For information on creating and managing VLANSs, ¥&enfiguring VLANS” in the see th®©mniSwitch
AOS Release 6 Network Configuration Guide.
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IS-IS Specifications

RFCs Supported

1142-0SlI I1S-IS Intra-domain Routiradeol

1195-0SI IS-IS for Routing in TCP/IP and Dual
Environments

3373-Three-Way Handshake for Intermediate
System to Intermediate System (IS-IShRoi
to-Point Adjacencies

3567-Intermediate System to Intermediate
System (IS-IS) Cryptographic Authenticatio

2966-Prefix Distribution with two-level 1S-1S
(Route Leaking) support

2763-Dynamic Host name exchange support

3719-Recommendations for Interoperable
Networks using I1S-IS

3787-Recommendations for Interoperable IP
Networks using I1S-IS

draft-ietf-isis-igp-p2p-over-lan-05.txt-Point-to-

point operation over LAN in link-stateuto

ing protocols

5308 - IS-IS support for IPv6 (Routing IPv6 with

IS-1S)

RFC 5120 - M-ISIS: Multi Topology (MT) Routing

in 1S-ISs

Platforms Supported

OmniSwitch 6850E, 9000E, 6855

Maximum number of areas (per router) 3

Maximum number of L1 adjacencies per 70

interface (per router)

Maximum number of L2 adjacencies per 70

interface (per router)

Maximum number of IS-IS interfaces (per 70

router)

Maximum number of Link State Packet 255
entries (per adjacency)

Maximum number of IS-IS routes 24000

Maximum number of IS-IS L1 routes 12000

Maximum number of IS-IS L2 routes 12000

Multi-topology (M-ISIS)

Maximum number of L1 Routes 8k (4k-1Pv4 & 4k-IPv6)
Maximum number of L2 Routes 8k (4k-1Pv4 & 4k-IPv6)
Maximum number of Interfaces 70

Maximum number of IS-IS L1 adjacencies’0

per interface

Maximum number of IS-IS L2 adjacencies’0

per interface
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IS-1S Defaults Table

The following table shows the default settingshaf tonfigurable IS-1S parameters.

Parameter Description Command Default Value/Comments
Administrative status of 1S-1S ip isis status disabled

Global level of 1S-1S ip isis level-capability Level-1/2

IS-IS authentication type ip isis auth-type none

Global CSNP authentication ip isis csnp-auth enabled

Global Hello authentication ip isis hello-auth enabled

Global PSNP authentication ip isis psnp-auth enabled

Link State Packet (LSP) timer

ip isis Isp-lifetime

1200 seconds

LSP wait interval

ip isis Isp-wait

5 seconds (max-wait)
0 (initial-wait)
1 (second-wait)

SPF time interval

ip isis spf-wait

10 seconds (max-wait)

1000 milliseconds (initial-wait)
1000 milliseconds (second-
wait)

IS-IS Overload state

ip isis overload

disabled (Overload state)
infinity (timeout interval)

IS-IS Overload state after bootup ip isis overload-on-boot

disabled (Overload state after
bootup)
infinity (timeout interval)

IS-IS graceful restart

ip isis graceful-restart

disabled

IS-IS graceful restart helper mode ip isis graceful-restart helper enabled
IS-IS system wait-time ip isis strict-adjacency-check 60 seconds
IS-IS adjacency check configuratioip isis strict-adjacency-check  disable
IS-IS authentication check ip isis auth-check enabled
Authentication type (per IS-IS levelip isis level auth-type none
Hello authentication (per IS-IS ip isis level hello-auth enabled
level)

CSNP authentication (per IS-IS  ip isis level csnp-auth enabled
level)

PSNP authentication (per IS-IS  ip isis level psnp-auth enabled
level)

Wide metrics (per I1S-IS level) ip isis level wide-metrics-only  disabled

IPv6 or IPv4 routing in I1S-IS

ip isis activate-ipv6|ipv4

Both IPv4 and IPv6 routing is
enabled

IPv4 or IPv6 1S-IS circuit ip isis vlan disabled
IS-IS VLAN status ip isis vlan status disable
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Parameter Description Command Default Value/Comments
IS-IS VLAN interface type ip isis vlan interface-type broadcast
Hello authentication (per VLAN) ip isis vlan hello-auth-type none
CSNP time interval (per VLAN) ip isis vlan csnp-interval 10 seconds (broadcast)
5 seconds (point-to-point)
IS-IS level (per VLAN) ip isis vlan level-capability Level-1/2
LSP time interval (per VLAN) ip isis vlan Isp-pacing-interval 100 milliseconds
IS-IS passive interface ip isis vlan passive disabled

Retransmission time of LSP on a ip isis interface retransmit-inter- 5 seconds
point-to-point interface val

Hello authentication for the speci- ip isis vlan level hello-auth-type none
fied IS-IS level of an IS-IS circuit

Hello time interval for the specifiedip isis vlan level hello-interval  designated routers: 3 seconds
IS-IS level an IS-IS circuit non-designated routers:
9 seconds

Number of missing Hello PDUs  ip isis vlan level hello-multiplier 3
from a neighbor

Metric value of the specified IS-IS ip isis vlan level metric 10

level of an IS-IS circuit

IS-IS passive interface (per IS-IS ip isis vlan level passive disabled
level)

Interface level priority ip isis vlan level priority 64
Multi-topology capability ip isis multi-topology disabled
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IS-IS Quick Steps

The following steps are designed to show the dsenecessary set of commands for setting up arrtaute
use IS-IS:

1

Create a VLAN using thelan command. For example:

->vlan 5 name "vlan-5"

Assign a port to the VLAN using théan command. For example:

->vlan 5 port default 2/1

Assign an IP address to the VLAN using thénterface command. For example:
-> ip interface vlan-5 address 120.1.4.1 mask 255.0 .0.0vlan 5

Load IS-IS using the load isiscommand. For example:

-> ip load isis

Create an area ID using theisis area-idcommand. For example:

-> ip isis area-id 49.0001

Enable 1S-IS using thip isis statuscommand. For example:

-> ip isis status enable

Configure IPv6 or IPv4 routing in 1S-IS using tipeisis activate-ipv6|ipv4command. For example:
-> ip isis activate-ipv4

Configure IPv4 or IPv6 IS-IS circuit on a particuldd_AN using theip isis vlan command. For exam-

ple:

9

-> ipisis vlan 5
-> ip isis vlan 5 address-family v4

Enables or disables IS-IS on an circuit usingiphisis vlan statuscommand. For example:.

-> ip isis vlan 5 status enable

10 View the IS-IS settings by using tebow ip isis statuscommand. The output generated is similar to
the following:

-> show ip isis status

ISIS Status

System Id : 0050.0500.5001

Admin State :UP

Protocols Enabled 1 IPv4

Last Enabled : WED SEP 18 10:05:55 2013
Level Capability cL1L2

Authentication Check : True
Authentication Type  : None
Graceful Restart : Disabled
GR helper-mode : Disabled
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LSP Lifetime

LSP Wait :
Adjacency Check

L1 Auth Type

L2 Auth Type

L1 Wide Metrics-only
L2 Wide Metrics-only
L1 LSDB Overload
L2 LSDB Overload
L1 LSPs

L2 LSPs

Last SPF

SPF Wait
Hello-Auth Check
Csnp-Auth Check
Psnp-Auth Check
L1 Hello-Auth Check
L1 Csnp-Auth Check
L1 Psnp-Auth Check
L2 Hello-Auth Check
L2 Csnp-Auth Check
L2 Psnp-Auth Check
Area Address

: 1200
Max :5 sec, Initial :0 s
: Loose
: None
: None
: Disabled
: Disabled
: Disabled
: Disabled

2177

2177

: FRI OCT 26 05:04:09 2007
: Max :10000 ms, Initial :

: Enabled
: Enabled
: Enabled
: Enabled
: Enabled
: Enabled
: Enabled
: Enabled
: Enabled
1 49.0000

ec, Second :1 sec

1000 ms, Second :1000 ms

11 View the IS-IS IPv4 and IPv6 interface informatiom a VLAN in the I1S-IS database using giew
ip isis vlan command. The output generated is similar to tHevidng:

-> show ip isis vlan

ISIS VLan

Interface Address-family Level VianID Oper-sta

te Admin-state L1/L2-Metric

vlan-5 ipv4 L1L2 5 DOWN UP 10/10
Vlans : 1

-> show ip isis vlan detail

ISIS Interface

Vianid :5 Level Capabilit y :L1L2
Oper State :Up Admin State :Up
Auth Type - None Address Familie s :IPv4
Circuit Id 01 Retransmitint :5

Type :Broadcast  LSP Pacing Int 1100
Mesh Group : Inactive CSNP Int 110
Level o Adjacencies :0
Desg IS :abr_nyc

Auth Type - None Metric 110
Hello Timer 19 Hello Mult 13
Priority . 64 Passive :No
Level 12 Adjacencies :0
Desg IS :abr_nyc

Auth Type : None Metric 110
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Hello Timer 19 Hello Mult 03
Priority 164 Passive :No
vians : 1
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IS-IS Overview

IS-IS is an SPF or link state protocol. IS-IS soahn IGP that distributes routing information besw
routers in a single AS. It supports pure IP and &@8ilronments, as well as dual environments (bBth |
and OSI). However, it is deployed extensively irolily environments.

IS-IS uses a two-level hierarchy to support la@ging domains. A large routing domain may be admin
istratively divided into areasyith each router residing in exactly one area. Rguivithin an area is
referred to as Level-1 routing. A Level-1 Intermegdi System (IS) keeps track of routing within itgno
area. Routing between areas is referred to as {Z2kalting. A Level-2 IS keeps track of paths tetde-
tion areas.

IS-IS identifies a device in the network by the NSAddress. NSAP address is a logical point between
network and transport layers. It consists of tHfang three fields:

e NSEL field—The N-Selector (NSEL) field is the last byte annhiist be specified as a single byte
with two hex digits preceded by a period (.). Noltgnahe NSEL value is set to 00.The NSAP address
with its NSEL set to 00 is called Network Entitytl€ (NET). A NET implies the network layer address
of 1S-1S.

e System ID—This ID occupies the 6 bytes preceding the NSEId fig is customary to use either a
MAC address from the router (for Integrated 1S-@8an IP address (for example, the IP address of a
loopback interface) as part of the system ID.

e Area ID—The area ID occupies the rest of NSAP address.

When a router starts, it uses the 1S-1S Hello proltéo discover neighbors and establish adjacenties
router sends Hello packets through all IS-1S-erdbiéerfaces to its neighbors, and in turn receltelo
packets. In a broadcast network, the Hello proteteidts a Designated Intermediate System (DIShr
network.

Hello. Please respond.).
Are you a neighbor...
My link state is...

Hello. Please respond.)..
Are you a neighbor...

My link state is...

|
il
AN

IS-IS Hello Protocol

Separate DISs are elected for Level-1 and Leveld#ing. Election of the DIS is based on the highest
interface priority, the default value of which i4.6riority can also be manually configured, thege
being 1-127. In case of a tie, the router withhtghest Subnetwork Point Of Attachment (SNPA) adslre
(usually the MAC address) for that interface itdd as the DIS.

Routers that share common data links will becomESI8eighbors if their Hello packets contain déuat t
meet the requirements for forming an adjacency.r€j@irements may differ slightly depending on the
type of media being used, which is either poinptdat or broadcast. The primary criteria for forgnin
adjacencies are authentication match, I1S-type Mifild size.

page 3-8 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Configuring 1SS ISIS Overview

Adjacencies control the distribution of routing freol packets. Routing protocol packets are sedt an
received only on adjacencies. In particular, disttion of topological database updates proceedsalo
adjacencies.

After establishing adjacencies, routers will budltnk-state packet (LSP) based upon their lod&lrin
faces that are configured for IS-IS and prefixesried from other adjacent routers. Routers flooBd &
all adjacent neighbors except the neighbor fronchvitihey received the same LSP. Routers constraict th
link-state database from these packets.

The link state is also advertised when a routédteschanges. A router’s adjacencies are refldntéue
contents of its link state packets. This relatiopdietween adjacencies and link state allows tb&opol
to detect downed routers in a timely fashion.

Link state packets are flooded throughout the A& flooding algorithm ensures that all routers have
exactly the same topological database. This dagat@ssists of a collection of link state packetereed
from each router belonging to the area. From thtalghse, each router calculates the shortestig&th t
with itself as the root. This shortest-path treetuirn, yields a routing table for the protocol.
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IS-IS Packet Types
IS-IS transmits data in little chunks known as pskThere are four packet types in IS-IS. They are

¢ |ntermediate System-to-Intermediate System Hello (H)—Used by routers to detect neighbors and
form adjacencies.

e Link State Packet (LSP}—Contains all the information about adjacenciesneated IP prefixes, OSI
end system, area address, etc. There are four tfhe&&Ps: Level-1 pseudo node, Level-1 non-pseudo
node, Level-2 pseudo node, and Level-2 non-pseade.n

e Complete Sequence Number PDU (CSNP)Contains a list of all the LSPs from the curreatad
base. CSNPs are used to inform other routers dt®f$ that may be outdated or missing from their
own database. This ensures that all routers haveaime information and are synchronized.

e Partial Sequence Number PDU (PSNP)}Used to request an LSP(s) and acknowledge reckgpt
LSP(s).

IS-IS Areas

IS-IS allows collections of contiguous networks dnasts to be grouped together asaega. Each area
runs a separate copy of the basic link state rgwtigorithm (usually called SPF). This means tlaahe
area has its own topological database as explami previous section.

Area 01 Area 02

'S e [::::::]%

L1/L2

(5 ey ‘

L1/L2

Area 03 Area 04

/L2

| = EE[::::::][::::::]%

IS-IS Areas
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An area’s topology is visible only to the membefr¢hat area. Routers inside a given area do nowkhe
detailed topology outside the area. This isolatibknowledge enables the protocol to reduce routiafy
fic by concentrating on small areas of an AS, aspared to treating the entire AS as a single liakes
domain. In I1S-IS, the router belongs entirely twirggle area.

When an AS is split into IS-IS areas, the routeescdassified into the following three categories:

e |evel-1 routers—These are Intra-area routers and form relationsfitip other Level-1 or Level-1/2
routers within the same area.

¢ | evel-1/2 routers—These routers form relationship with other Level-ével-2, or Level-1/2 routers.
They are used to connect Inter-area routers witla{area routers.

e |evel-2 routers—These are Inter-area routers and form relationsftip other Level-2 or Level-1/2
routers

These Level capabilities can be defined globallaanuter or on specific interfaces. Since a sépara
copy of the link state algorithm is run in eachaamaost configuration parameters are defined osra p
router basis. All routers belonging to an area nagsée on that area’s configuration. Misconfigumati
will keep neighbors from forming adjacencies betwt#emselves, and IS-IS will not function.
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Graceful Restart on Stacks with Redundant Switches

OmniSwitch stacks with two or more switches suppedundancy; if the primary switch fails or goes
offline, the secondary switch is instantly notifithe secondary switch automatically assumes the
primary role. This transition from secondary tonmaiy is known asakeover.

When the router is in the graceful restart modmfitrms its neighbors of the restart. The 1S-1Sléle

(IIH) messages are modified to signal a gracefsamnt request. The neighbors respond by sending bac
their own IIHs with an acknowledgement of the rdst@ong with a "Remaining Time" value to indicate
how long they will wait for a restart. The neighba@iso continue to send out LSPs with the restartin
router still listed as an adjacency, thus avoiddiRf calculations and enabling traffic to flow te touter
from neighbors.

The restarting router continues to forward LSPagisis pre-restart forwarding tables. When graceful
restart is enabled, the router can either be ahelpa restarting router, or both. Only helper sl
supportedIf a helper is enabled on a neighbor, it begimsliimk State Database synchronization process.
They send their Complete Sequence Number PDUs (€BidRhe restarting router. The restarting router
can then determine the LSPs it needs and requesst ifter it receives all requested LSPs, the detalis
synchronized.

Note. When graceful restart is enabled on the routerhéiper mode is automatically enabled by default.

When the graceful restart timer expires, the réstarouter runs the SPF calculation to re-comp8tés
routes. Only then does it flood LSPs to neighboi @mes back to normal protocol behavior.

In the network illustration below, a helper routeguter Y, monitors the network for topology chasge
As long as there are none, it continues to adweitssL SPs as if the restarting router, Routerad h
remained in continuous IS-IS operation (i.e., Roits LSPs continue to list an adjacency to Router
over network segment S, regardless of the adjatenayrent synchronization state).

Router B
Restarting Router X Helper Router Y I
\ Network Segment S \
el | e |
el ey
Router A Router C

IS-IS Graceful Restart Helper and Restarting Router
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If the restarting router, Router X, is identifieslthe Designated Router (DIS) on the network segi@ext
the beginning of the helping relationship, the kelpeighbor, Router Y, will maintain Router X ag th
DIS until the helping relationship is terminatefdthlere are multiple adjacencies with the restgrRouter

X, Router Y will act as a helper on all other adjacies.
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Configuring I1S-IS

Configuring I1S-IS on a router requires several st&epending on your requirements, you may need to
perform all the steps listed below.

By default, 1S-1S is disabled on the router. Configg 1S-1S consists of the following tasks:

Set up the basics of the I1S-IS network by configgithe required VLANs and assigning ports to the
VLANS. This is described itPreparing the Network for IS-IS” on page 3:15

Enable 1S-IS. When the image file for advancedimguis installed, you must load the code and enable
IS-IS. The commands for enabling I1S-IS are desdrihéActivating IS-IS” on page 3-15

Configure an I1S-IS area ID. The commands to craggtas and backbones are describé@rmating an
IS-1S Area ID” on page 3-16

Activate IPv6 or IPv4 routing in IS-IS. This is debed in“Activate IPv4 or IPv6 Routing” on
page 3-16

Configure an IPv4/IPv6 I1S-IS circuit on particultAN. This is used to enable IS-IS routing on a
particular VLAN. Creating I1S-IS circuit is descrihén “Creating I1S-1S Circuit” on page 3-16

Configure IS-IS levels. Routers are configuredifiecknt I1S-IS levels. This is described in
“Configuring the 1S-IS Level” on page 3-17

Enable summarization. Routes can be summarizeduiars. This is described in
“Enabling Summarization” on page 3-18

Configure IS-IS authentication (optional). Thiglesscribed irfEnabling 1S-I1S Authentication” on
page 3-19

Configure interface level parameters (optional)e Tbmmands to configure interface level parameters
are described ifModifying 1S-1S Circuit Parameters” on page 3:22

Create a redistribution policy and enable the sasieg route maps (optional). To create route maps,
see"“Configuring Redistribution Using Route Maps” onges3-23

Configure router capabilities (optional). There segeral commands that influence router operation.
These are covered briefly in the tablé@onfiguring Router Capabilities” on page 3-31

Configure redundant switches for graceful IS-1Sadggoptional). Configuring switches with redun-
dant switches for graceful restart is describetCionfiguring Redundant Switches in a Stack for
Graceful Restart” on page 3-31

At the end of the chapter is a simple I1S-IS netwdidgram with instructions on how it was createdion
router-by-router basis. S&ks-IS Application Example” on page 3-3@r more information.
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Preparing the Network for IS-IS

IS-IS operates over normal switch functions, ugRrigting ports, virtual ports, VLANS, etc. Howevére
following network components should already be mped:

e Configure VLANS that are to be used in the IS-IS nevork. VLANSs should be created for all the
connected devices that will participate in the $aktwork. VLAN configuration is described in
“Configuring VLANSs” in the OmniSwitch AOS Release 6 Network Configuration Guide.

¢ Assign IP interfaces to the VLANS IP interfaces or router ports, must be assigodtd VLAN.
Assigning IP interfaces is described in “Configgrif®” in theOmniSwitch AOS Release 6 Network
Configuration Guide.

¢ Assign ports to the VLANs The physical ports participating in the 1S-ISwetk must be assigned to
the created VLANS. Assigning ports to a VLAN is deised in “Assigning Ports to VLANS” in the
Omni Switch AOS Release 6 Network Configuration Guide.

e Set the area ID(optional). The routers participating in the ISA&work must be assigned an area
identification number. The area ID is a part of Metwork Service Access Point (NSAP) address,
which identifies a point of connection to the netikyesuch as a router interface. The area identifina
number assignment is discussedG@neating an IS-IS Area ID” on page 3-16

Activating IS-IS

To run IS-IS on the router, the advanced routinggenmust be installed. For information on how to
install image files, refer to themniSwitch AOS Release 6 Switch Management Guide.

After the image file has been installed onto th&ten you need to load the I1S-IS software into the
memory and enable it, as described below:

Loading the Software

To load the IS-IS software into the router’s rumgnaonfiguration, enter thip load isiscommand at the
system prompt:

-> ip load isis

The IS-IS software is now loaded into the memong ean be enabled. IS-IS is not loaded on the bwitc
by default.

Enabling IS-IS

Once the IS-IS software has been loaded into thers running configuration (either through thel@k
on startup), it must be enabled. To enable I1S-18 ocouter, enter thip isis statuscommand at the CLI
prompt, as shown:

-> ip isis status enable
Once IS-IS is enabled, you can begin to set uBlfdrameters. To disable 1S-IS, enter the following

-> ip isis status disable

Removing IS-IS

To remove IS-1S from the router memory, it is neseeyg to manually edit thizoot.cfgfile. Theboot.cfg
file is an ASCII text-based file that controls masfithe switch parameters. Open the file and delkte
references to 1S-IS.
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For the operation to take effect the switch needsetrebooted.

Creating an IS-IS Area ID

IS-IS allows a set of network devices in an AS éagbouped together Breas. Each area is identified by
anarea|D. The area ID is a 1-13 byte variable length integibich specifies the area address of an IS-I1S
routing process.

For creating an IS-IS area first assign area |Baoh router present in the network by using the
ip isis area-idcommand. There can be more than one router inesen ar

Note: Each router can have a maximum of 3 area IDs asditmit

Creating an Area ID

To create an area ID and associate it with a roatder thap isis area-idcommand with the area
identification number at the CLI prompt, as shown:

-> ip isis area-id 49.0001

Area ID 49.0001 will now be created on the routéhwhe default parameters.

Deleting an Area ID
To delete an area ID, enter tipasis area-idcommand, as shown:

->no ip isis area-id 49.0001

Activate IPv4 or IPv6 Routing

To activate IPv6 or IPv4 routing in I1S-IS, entee th isis activatecommand as shown. By default, both
IPv4 and IPv6 routing is enabled in 1S-IS.

-> ip isis activate-ipv6
-> ip isis activate-ipv4
Theno form of this command disables the IPv4/IPv6 rogiiim IS-IS.

->no ip isis activate-ipv4

Creating IS-IS Circuit

Configure an IP/IPv6 IS-IS circuit on particular XN. Both IPv4 and IPv6 interfaces can be configured
on a particular VLAN to the IS-IS circuit. The typéinterfaces (IPv4 or IPv6) is controlled by aglsh-
family extension.

To create an IPv4/IPv6 IS-IS circuit, use thésis vlan command. For example, to create an IPv6 circuit,
enter:

-> ip isis vlan 10 address-family v6
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To disable IPv4/IPv6 IS-IS circuit on a particlldrAN, use theno form of theip isis interface, as
shown:

->no ip isis vlan 10 address-family v6

Enabling a IS-IS VLAN Circuit
Once the circuit is created, it must be enabledguieip isis vlan statuscommand, as shown:

-> ip isis vlan 10 status enable

Configuring the 1S-IS Level

The Autonomous System is divided into multiple arareduce the control traffic and size of routing
table. To communicate within an 1S-IS area, Levebdters are used. To communicate between areas,
Level-2 routers are used. A router can be a cordijto be a Level-1 router, a Level-2 router, ahbo

The level capability can be configured globallytba router or on specific interfaces. By defadig t
router can operate at both levels.

To modify the level capability of the router glolyaluse thap isis level-capabilitycommand as
explained in the following examples:

To configure a router as a Level-1 router, enter:
-> ip isis level-capability level-1

To configure the router as a Level-2 router, enter:
-> ip isis level-capability level-2

To configure the router to have both Level-1 anddle capabilities, enter:
-> ip isis level-capability level-1/2

To modify the level capability of the router on thgecified circuit, use thip isis vlan level-capability
command as explained in the following examples:

To configure Level-1 capability on VLAN 10, enter:
-> ip isis vlan 10 level-capability level-1

To configure Level-2 capability on VLAN 10 capabjilienter:
-> ip isis vlan 10 level-capability level-2

To configure both Level-1 and Level-2 capabilittes VLAN 10, enter:
-> ip isis vlan 10 level-capability level-1/2

When the level capabilities are configured bottbglty and on per-interface basis, the combinatiotne
two settings will decide the potential adjacenclye Tules for deciding the potential adjacency is
explained in the following table:

Global Level Merface Potential
Level Adjacency
Level-1/2 Level-1 Level-1
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ciovaLeve [1T0°° - Poental

Level-1/2 Level-2 Level-2

Level-1/2 Level-1/2 Level-1 and/or
Level-2

Level-1 Level-1 Level-1

Level-1 Level-1 None

Level-1 Level-1/2 Level-1

Level-2 Level-1 None

Level-2 Level-2 Level-2

Level-2 Level-1/2 Level-2

¢ When the router is globally configured to act athdevels (Level-1/2) and the interface is configgir
to act at any level, the potential adjacency wélitbe level adjacency of the interface.

¢ When the router is globally configured to act atélel, the potential adjacency will also be Levelil
the interface is configured at Level-2 capabilihe router will not form potential adjacency wittet
neighbor.

¢ When the router is globally configured to act av¢le2, the potential adjacency will also be at Ue¥e
If the interface is configured at Level-1 capabilithe router will not form potential adjacency fwihe
neighbor.

Enabling Summarization

Route summarization in 1S-IS reduces the numbeoutes that a router must maintain, and represents
series of network numbers in a single summary addre

Summarization can also be enabled or disabled wtesting an area. I1S-IS routes can be summarized
into Level-2 from the Level-1 database. It is nosgible to summarize 1S-IS internal routes at Ldyel
although it is possible to summarize external geitiuted) routes. You can summarize level-1, el
level-1/2 IS-1S routes. The metric that is useddwertise the summary address is the smallestariban
any of the more specific IP routes.

For example, to summarize the routes between 100/24 and 100.1.100.0/24 into one, enter theello
ing command:

-> ip isis summary-address 100.1.0.0/16 level-2
To remove the summary address, enter the following:

->no ip isis summary-address 100.1.0.0/16 level-2

Note.|S-IS routes are not summarized by default. If gownot specify the level while configuring the
summarization, level-1/2 routes are summarizeddisudt.

IS-IS IPv6 route summarization allows users to reggregate IPv6 addresses that include multiple
groups of IPv6 addresses for a given IS-1S lewat6lRoutes redistributed from other routing protsco
also can be summarized. It is similar to the OSeR-aange command. I1S-IS route summarization helps
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to reduce the size of the LSDB and the routingetadhd it also helps to reduce the chance of rftaje
ping. IPv6 route summarization supports:

e Level 1, Level 1-2, and Level 2
e Route summarization for the IPv6 routes redistedutom other protocols

e Metric used to advertise the summary address woellithe smallest metric of all the more specific
IPv6 routes.

For example, to summarize the routes between 4008410 4001:10::/64 into one, enter the following
command:

-> ip isis summary-address6 4001::/16 level-1
To remove the summary address, enter the following:

-> no ip isis summary-address6 4001::/16

Displaying Summary Address

You can view the details of the IS-IS summary adslgsing thehow ip isis summary-addressnd
show ip isis summary-address@éommands:

-> show ip isis summary-address

-> show ip isis summary-address6

Enabling IS-IS Authentication

IS-1S allows for the use of authentication on aideMWhen authentication is enabled, only neighbors
using the same type of authentication and the mmajdteys can communicate.

There are two types of authentication: simple ai@bMSimple authentication requires only a texingfri
as a password, while MD5 is a form of encryptedhentication that requires a key and a password.

You can use thiey parameter to configure the password for SimpleID5 authentication. Alterna-
tively, you can use thencrypt-key parameter to configure the password by supplyiegeticrypted form
of the password as tleacrypt-key. Configuration snapshot always displays the pass$ioan encrypted
form. You should use only tHey parameter during the CLI configuration.

If the encrypt-key parameter is used to configheegassword through the CLI, then its value shoeld
the same as the one that appears in the configarstiapshot.

Note.
¢ By default, the authentication is disabled and mih@ntication type is configured.

¢ To enable IS-IS authentication, routers participgtn ISIS must be configured with either globatde
authentication or interface level authenticatiob@h ends of the link.
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Simple Authentication

Simple authentication works by including the passivo the packet. This helps to protect the routers
from a configuration mishap.

To enable simple authentication with plain text keya router, enter thp isis auth-typecommand, as
shown:

-> ip isis auth-type simple key 12345

Here, only routers with simple authentication aimipge key “12345” will be able to use the configdre
interface.

You can also use thencrypt-key parameter to configure the password by supplyiegeticrypted form
of the password.

-> ip isis auth-type simple encrypt-key 31fa061a5de5d1a8

If the encrypt-key parameter is used to configheegassword through the CLI, then its value shbeld
the same as the one that appears in the configarstiapshot.

Note. Only valid system generated values are acceptedcagpt-key.

MD5 Avuthentication

MD5 authentication can be used to protect the sy$tem malicious actions. MD5 authentication can be
used to encrypt information sent over the netwbtR5 authentication works by using shared secret key
Key is used to sign the packets with an MD5 checkso that the packets cannot be forged or tampered
with. Since the key is not included in the packegoping the key is not possible.

To enable MD5 authentication with plain text keyarouter, enter thg isis auth-typecommand, as
shown:

-> ip isis auth-type md>5 key 12345

Here, only routers with MD5 authentication and passl “12345” will be able to use the configured
interface.

You can also use thencrypt-key parameter to configure the password by supplyiegeticrypted form
of the password

-> ip isis auth-type md5 encrypt-key 31fa06la5de5d1a8

If the encrypt-key parameter is used to configheegassword through the CLI, then its value shbeld
the same as the one that appears in the configarsiapshot.

Note. Only valid system generated values are acceptedcagpt-key.
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Global Authentication

The authentication check for all the 1S-IS PDUs barenabled or disabled globally by usingifhésis
auth-checkcommand.

To enable the authentication check for I1S-IS PDddger the following:

-> ip isis auth-check enable

If enabled, IS-IS PDUs that fail to match eithetlof authentication type and key requirements are
rejected.

To disable the authentication check for IS-IS PDésger the following:
-> ip isis auth-check disable

If disabled, the authentication PDUs are generatetithe IS-IS PDUs are authenticated on receipt. An
error message will be generated in case of a m&@mhbut PDUs will not be rejected.

Note. By default, authentication check is enabled.

IS-IS authentication can be enabled globally foldJ&€€SNP, and PSNP packets.
To enable the authentication of Hello PDUs glohadiyter the following:
-> ip isis hello-auth
To enable the authentication of CSNP PDUs globeltyer the following:
-> ip isis csnp-auth
To enable the authentication of PSNP PDUs globaliyer the following:
-> ip isis psnp-auth
Level Authentication

You can enable authentication and configure theemiication types for specific 1S-1S levels glogall
usingip isis level auth-typecommand. For example:

-> ip isis level 2 auth-type md5 encrypt-key 7aled4 1a014b4030

The above example configures the authenticatioa agoMD5 for level 2 I1S-IS PDUs and the key.

Note. You can configure the authentication of either demgy MD5 type with the password specified
either in plain text or in encrypted form. For @isglanations about the authentication types andtele
types refeiSimple authenticationandMD5 authentication.

IS-IS authentication can be enabled for specifit3¥DUs such as Hello, CSNP, and PSNP packets at
specific 1IS-IS levels (Level-1, Level-2, or LeveR) Enabling authentication on specific IS-IS lisve
over-rides the global authentication.

To enable the authentication of Hello PDUs for $ktkevel-1, enter the following:

-> ip isis level 1 hello-auth

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 3-21



Configuring IS-IS Configuring IS-IS

To enable the authentication of CSNP PDUs for |%€8el-2, enter the following:
-> ip isis level 2 csnp-auth
To enable the authentication of PSNP PDUs for 1&d&el-2, enter the following:

-> ip isis level 2 psnp-auth

Note. On a point-to-point link with both levels enablédio authentication is configured for Level 1, the
hello packets are sent without any password regssdif the Level 2 authentication configurations.

IS-IS Circuit Level Authentication

IS-1S authentication can be enabled for Hello p&ckéa circuit level using isis vlan hello-auth-type
command.

For example, to enable MD5 authenticatiorHello PDUs on the IS-IS circuit, enter the followin
-> ip isis vlan 10 hello-auth-type md5 key 12345

IS-1S authentication can also be enabled for Hatlokets at different levels of an IS-1S circuitngsip
isis vlan level hello-auth-type.

For example, to enable simple authentication ofdHeDUs at Level-2 of an I1S-IS circuit, enter the
following:

-> ip isis vlan 100 level 2 hello-auth-type simple encrypt-key 7ale441a014b4030

Note. Both theip isis vlan hello-auth-typeandip isis vlan level hello-auth-typecan be configured for
the authentication of either simple or MD5 typehitite password specified either in plain text or in
encrypted form. For the explanations about theemitbation types and the key types reSenple
authentication andMD5 authentication.

Modifying IS-IS Circuit Parameters

To configure the interval between the successiHRDUs at the given I1S-IS level on a circuit, @mthe
ip isis vlan level hello-intervalcommand, as shown:

-> ip isis vlan 10 level 1 hello-interval 50

To configure the number of Hello PDUs before theteo declares the adjacency as down, usétiss
vlan level hello-multiplier command, as shown:

-> ip isis vlan 10 level 1 hello-multiplier 10

To configure the metric value of the IS-IS leveltoé circuit, enter thig isis vlan level metriccommand,
as shown:

-> ip isis vlan 10 level 1 metric 25

Configuring IS-IS circuit as passive at the spedifiS-1S level suppresses IS-1S packets from bsémg
or received on the interface. For example, to gum the interface from receiving Level-1 I1S-IS kets,
enter thdp isis interface level passivép isis vlan level passiveommand, as shown:
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-> ip isis vlan 10 level 1 passive

Configuring the priority value helps to determinBI& in a multi-access network. To configure thepr
ity of the IS-1S circuit for the election of a DI a multi-access network, enter fipdsis vian level
priority command, as shown:

-> ip isis vlan 10 level 1 priority 4

There are several other parameters that can bdiatbdn the IS-1S circuit. Most of these deal wither
settings.

The following table shows the various interfacegpagters that can be set:

ip isis vlan csnp-interval Configures the time interval in seconds to send flete Sequence
Number PDUs (CSNP) from the specified VLAN circuit.

ip isis vlan Isp-pacing-interval ~ Configures the interval between IS-IS Link Statd RELSP) sent
from the specified circuit.

ip isis vlan retransmit-interval ~ Configures the minimum time between Link State PRBP) trans-
missions on a point-to-point interface.

ip isis vlan interface-type Configures the IS-IS interface (circuit) type aedatcast or point-to-
point.

These parameters can be added any time. In brdatsasorks, the DIS sends CSNP packets to maintain
database synchronization. For example, to confithe#eCSNP PDUs time interval to 50 seconds, enter
the following:

-> ip isis vlan 101 csnp-interval 50
To set the LSP interval to 120 seconds, enterahewing:
-> ip isis vlan 101 Isp-pacing-interval 120
To set the LSP retransmit interval to 100 secoedter the following:

-> ip isis vlan 101 retransmit-interval 100

Note. The retransmit interval should be greater tharettpected round-trip delay between two devices.
This will avoid any needless retransmission of PDUs

Configuring Redistribution Using Route Maps

It is possible to configure the IS-IS protocol tivartise routes learned from other routing prote¢alS-
external routes) into the IS-IS network. Such apss is referred to as route redistribution arabrgig-
ured using thép redist command.

IS-IS redistribution uses route maps to control lexternal routes are learned and distributed. Aerou
map consists of one or more user-defined statentieatt€an determine which routes are allowed or
denied access to the IS-IS network. In additioowte map may also contain statements that modiftero
parameters before they are redistributed.

When a route map is created, it is given a namaetatify the group of statements that it represehiss
name is required by thp redist command. Therefore, configuring 1S-1S route readstion involves the
following steps:
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1 Create a route map, as describetldsing Route Maps” on page 3-25

2 Configure redistribution to apply a route map, asatibed in‘Configuring Route Map Redistribu-
tion” on page 3-28
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Using Route Maps

A route map specifies the criteria that are usezbtdrol redistribution of routes between protoc&sch
criteria are defined by configuring route map staats. There are three different types of statesnent

e Action—An action statement configures the route map naegyence number, and whether or not
redistribution is permitted or denied based oneanap criteria.

¢ Match—A match statement specifies criteria that a rootst match. When a match occurs, then the
action statement is applied to the route.

e Set—A set statement is used to modify route infornratiefore the route is redistributed into the
receiving protocol. This statement is applied ahbll the criteria of the route map is met and the
action permits redistribution.

Theip route-map command is used to configure route map statenagmtprovides the followingction,
match, andsetparameters:

ip route-map action ... ip route-map match ... ip rote-map set ...
permit ip address metric
deny ip next-hop metric-type
ipv6 address tag
ipv6 next-hop community
tag local-preference
ipv4-interface level
ipv6-interface ip-nexthop
metric ipv6-nexthop
route-type

Note. The tag parameter is not supported in the curedatse.

Refer to the “IP Commands” chapter in BeniSwitch AOS Release 6 CLI Reference Guide for more
information about th@ route-map command parameters and usage guidelines.

Once a route map is created, it is then appliegiguieip redist command. Se&Configuring Route Map
Redistribution” on page 3-2®r more information.

Creating a Route Map

When a route map is created, it is given a naméd@® characters), a sequence number, and amactio
(permit or deny). Specifying a sequence numbepfi®pal. If a value is not configured, then the rtoem
50 is used by default.

To create a route map, use theoute-map command with thaction parameter. For example,
-> ip route-map rip-to-isis sequence-number 10 acti on permit

The above command creates the rip-to-isis route aegigns aequence numbeof 10 to the route map,
and specifies permit action.

To optionally filter routes before redistributiamse thdp route-map command with anatch parameter
to configure match criteria for incoming routesr Egample,

-> ip route-map rip-to-isis sequence-number 10 matc h metric 8

The above command configures a match statemetttéaip-to-isis route map to filter routes based on

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 3-25



Configuring IS-IS Configuring IS-IS

their metric value. When this route map is appl@dy RIP routes with a metric value of eight aedis-
tributed into the 1S-1S network. All other routegthwa different metric value are dropped.

Note. Configuring match statement is not required. Howgeia route map does not contain any match
statement and the route map is applied usingpthedist command, the router redistributas routes into
the network of the receiving protocol.

To modify route information before it is redistriled, use thé route-map command with @etparame-
ter. For example,

-> ip route-map rip-to-isis sequence-number 10 set metric 5

The above command configures a set statementdaipkto-isis route map that changes the metrioeval
to five. Because this statement is part of theiisis route map, it is only applied to routestthave an
existing metric value equal to eight.

The following is a summary of the commands usethiénabove examples:

-> ip route-map rip-to-isis sequence-number 10 acti on permit
-> ip route-map rip-to-isis sequence-number 10 matc h metric 8
-> ip route-map rip-to-isis sequence-number 10 set metric 5

To verify a route map configuration, use 8f®w ip route-mapcommand:
-> show ip route-map
Route Maps: configured: 1 max: 200
Route Map: rip-to-isis Sequence Number: 10 Action p ermit
match metric 8
set metric 5

Deleting a Route Map

Use theno form of theip route-map command to delete an entire route map, a routesegpence, or a
specific statement within a sequence.

To delete an entire route map, emterip route-map followed by the route map name. For example, the
following command deletes the entire route map manpeto-isis:

-> no ip route-map rip-to-isis

To delete a specific sequence number within a romap, enteno ip route-map followed by the route
map name, thesequence-numbefollowed by the actual number. For example, thefang command
deletes sequence 10 from the rip-to-isis route map:

-> no ip route-map rip-to-isis sequence-number 10

Note that in the above example, the rip-to-isigeauap is not deleted. Only those statements agsdci
with sequence 10 are removed from the route map.

To delete a specific statement within a route neapgrno ip route-map followed by the route map name,
thensequence-numbefollowed by the sequence number for the statentieet, eithematch orsetand

the match or set parameter and value. For exart@dollowing command deletes only the match metric
8 statement from route map rip-to-isis sequence 10:

-> no ip route-map rip-to-isis sequence-number 10 m atch metric 8
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Configuring Route Map Sequences

A route map may consist of one or more sequencstatdments. The sequence number determines which
statements belong to which sequence and the ardehich sequences for the same route map are
processed.

To add match and set statements to an existing raap sequence, specify the same route map name and
sequence number for each statement. For exampl&ltbwing series of commands creates route map
rm_1 and configures match and set statements éamth 1 sequence 10:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match metri c8
-> ip route-map rm_1 sequence-number 10 set metric 2

To configure a new sequence of statements for etirex route map, specify the same route map name
but use a different sequence number. For exammdptlowing command creates a new sequence 20 for
the rm_1 route map:

-> ip route-map rm_1 sequence-number 20 action perm it
-> ip route-map rm_1 sequence-number 20 match ipv4- interface to-finance
-> ip route-map rm_1 sequence-number 20 set metric 5

The resulting route map appears as follows:

-> show ip route-map rm_1

Route Map: rip-to-isis Sequence Number: 10 Action p ermit
match metric 8
set metric 2

Route Map: rip-to-isis Sequence Number: 20 Action p ermit
match ipv4 interface to-finance
set metric 5

Sequence 10 and sequence 20 are both linked t® moay rm_1 and are processed in ascending order
according to their sequence number value. Notetliese is an implied logical OR between sequeniss.
a result, if there is no match for the metric valusequence 10, then the match interface stateiment
sequence 20 is processed. However, if a route mattie metric value 8, then sequence 20 is not used
The set statement for whichever sequence was nuhistagplied.

A route map sequence may contain multiple matdestants. If these statements are of the same kind
(e.g., match metric 5, match metric 8, etc.) théwgacal OR is implied between each like statemHrihe
match statements specify different types of mat¢bas match metric 8, match ip4 interface to-ficen
etc.), then a logical AND is implied between eatieanent. For example, the following route map
sequence will redistribute a route if its metridueais either 8 or 5:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match metri c5
-> ip route-map rm_1 sequence-number 10 match metri c8

The following route map sequence will redistribateoute if the route has a metric of 8 carfd if the
route was learned on the IPv4 interface to-finance:

-> ip route-map rm_1 sequence-number 10 action perm it

-> ip route-map rm_1 sequence-number 10 match metri ch

-> ip route-map rm_1 sequence-number 10 match metri c8

-> ip route-map rm_1 sequence-number 10 match ipv4- interface to-finance
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Configuring Access Lists

An IP access list provides a convenient way toradttiple IPv4 addresses to a route map. Using an
access list avoids having to enter a separate magestatement for each individual IP addresseatsta
single statement is used that specifies the adisesmme. The route map is then applied to all the
addresses contained within the access list.

Configuring an IP access list involves two stepsating the access list and adding IP addresdée tist.
To create an IP access list, useithaccess-listand specify a name to associate with the list.example,

-> ip access-list ipaddr

To add addresses to an access list, usip thecess-list addressommand. For example, the following
commands add addresses to an existing access list:

-> ip access-list ipaddr address 16.24.2.1/16

Use the same access list name each time the aboveands are used to add additional addresses to the
same access list. In addition, both commands peatid ability to configure if an address and/or its
matching subnet routes are permitted (the defaullenied redistribution. For example:

-> ip access-list ipaddr address 16.24.2.1/16 actio n deny redist-control all-
subnets

For more information about configuring accessdminmands, see the “IP Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.

Configuring Route Map Redistribution

Theip redist command is used to configure the redistributionootes from a source protocol into the IS-
IS destination protocol. This command is used enl831IS router that will perform the redistribution

A source protocol is a protocol from which the emiaire learned. A destination protocol is the ote i
which the routes are redistributed. Make sure bbét protocols are loaded and enabled before canfig
ing redistribution.

Redistribution applies criteria specified in a ®utap to routes received from the source protddwre-
fore, configuring redistribution requires an exigtiroute map. For example, the following command
configures the redistribution of RIP routes inte tB-IS network using the rip-to-isis route map:

-> ip redist rip into isis route-map rip-to-isis

RIP routes received by the 1S-IS router interfasepocessed based on the contents of the riggoeiste
map. Routes that match criteria specified in thige map are either allowed or denied redistrilpuiito
the I1S-1S network. The route map may also spetigémodification of route information before the teu
is redistributed. SettJsing Route Maps” on page 3-26r more information.

To remove a route map redistribution configuratiase theno form of theip redist into isis route-map
command. For example:

-> no ip redist rip into isis route-map rip-to-isis
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Use theshow ip redistcommand to verify the redistribution configuration

-> show ip redist
Source Destination
Protocol Protocol Status Route Map

+ + e
OSPF ISIS Enabled ospf-to-isis
RIP ISIS Enabled rip-to-isis

Configuring the Administrative Status of the Route Map Redistribution

The administrative status of a route map redisti@iouconfiguration is enabled by default. To chatige
administrative status, use th&tus parameter with thig redist into isis route-map command. For
example, the following command disables the reithstion administrative status for the specifiedteou
map:

-> ip redist rip into isis route-map rip-to-isis st atus disable
The following command example enables the admatist status:

-> ip redist rip into isis route-map rip-to-isis st atus enable

Route Map Redistribution Example

The following example configures the redistributmRIP routes into an I1S-IS network using a rautgp
(rip-to-isis) to filter specific routes:

-> ip route-map rip-to-isis sequence-number 10 acti on deny

-> ip route-map rip-to-isis sequence-number 10 matc h metric 5

-> ip route-map rip-to-isis sequence-number 20 acti on permit

-> ip route-map rip-to-isis sequence-number 20 matc h ipv4-interface intf_isis
-> ip route-map rip-to-isis sequence-number 20 set metric 60

-> ip route-map rip-to-isis sequence-number 30 acti on permit

-> ip route-map rip-to-isis sequence-number 30 set metric 8

-> ip redist rip into isis route-map rip-to-isis
The resulting rip-to-isis route map redistributmonfiguration does the following:
¢ Denies the redistribution of RIP routes with a neetalue set to five.

e Redistributes into 1S-1S all routes learned onithk isis interface and sets the metric for suahtes
to 60.

Note. Wide metrics need to be enabled, if a metric ofertban 64 is configured.

¢ Redistributes all other routes (those not procebgeskquence 10 or 20) and sets the metric for such
routes to eight.

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 3-29



Configuring IS-IS Configuring IS-IS

IS-1S allows redistributing Level-1 1S-IS routesdr_evel-2 I1S-IS routes. This is termed as Levéd-1
Level-2 Leaking. This release also supports thépdistribution from the level-2 1S-IS routes tevel-1
IS-IS routes.

The following example configures the IS-IS Levabll evel-2 Leaking routes using a route map (isis)
filter specific routes.

To redistribute IS-IS Level-1 routes into IS-IS led2 routes, use the following route map sequence:

-> ip route-map is2is sequence-number 1 action perm it

-> ip route-map is2is sequence-number 1 match route -type levell
-> ip route-map is2is sequence-number 1 set level | evel2

-> ip redist isis into isis route-map is2is status enable

The resulting is2is route map redistribution couafagtion redistributes all Level-1 IS-IS routes ihkvel-
2 1S-IS routes.
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Configuring Router Capabilities

The following table lists various commands that baruseful in tailoring a router’s performance d#lpa
ties. All the listed parameters have defaults #ratacceptable for running an 1S-1S network.

ip isis overload Sets the IS-IS router to operate in the overloatest
ip isis overload-on-boot Configures the router to be in the overload state.
ip isis strict-adjacency-check Enables or disables the adjacency check configurati
To set the IS-IS router to operate in overloadestanter:
-> ip isis overload timeout 70
To configure the router to be in the overload stetger:
-> ip isis overload-on-boot timeout 80
To enable the adjacency check configuration, enter:

-> ip isis strict-adjacency-check enable

Configuring Redundant Switches in a Stack for Graceful Restart

By default, 1S-IS graceful restart is disabled. Wigeaceful restart is enabled, the router can elibea
helper or a restarting router. When graceful réstagnabled on the router, the helper mode israate
cally enabled by default. To configure IS-IS grateéstart support on OmniSwitch switches, usejhe
isis graceful-restartcommand.

Note. In the current release, only the graceful restalppér mode is supported.

For example, to configure graceful restart on theer, enter:
-> ip isis graceful-restart

The helper mode can be disabled on the routertivitip isis graceful-restart helpercommand. For
example, to disable the helper support for neiginigarouters, enter the following:

-> ip isis graceful-restart helper disable

To disable support for graceful restart, usertbéorm of theip isis graceful-restartcommand by enter-
ing:

-> no ip isis graceful-restart

Continuous forwarding during a graceful restartateds on several factors. If the secondary modudeaha
different router MAC than the primary module, opife or more ports of a VLAN belonged to the
primary module, spanning tree re-convergence ndghtipt forwarding state, even though 1S-1S perform
a graceful restart.

Note. Graceful restart is only supported on active pr¢s, interfaces), which are on the secondary or
idle switches in a stack during a takeover. Itas supported on ports on a primary switch in alstac
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IS-IS Application Example

This section will demonstrate how to set up a seMiHS network. It uses two routers, each wittaeea.
Each router is a L1-L2 capable router and can conicate with different areas. This section will demo
strate how to set it up by explaining the necessargmands for each router.

The following diagram is a simple IS-IS network.i§ hetwork will be created using the steps expldine
below.

VLAN S
Interface 10.4.1.1
Interface 2001::1

VLAN S
Interface 10.4.12
Interface 2001::2

Level-1/2 Level-1/2

Area 00.0001

_—

Area 00.0002

_—

Simple 1S-IS Network

Step 1: Prepare the Routers

The first step is to create the VLANSs on each rwtdd IP interface to the VLAN, and assign portiie
VLAN.

Note. The ports will be statically assigned to the rouéara VLAN must have a physical port assigned to
it for the router port to function. However, thaiter could be set up in such a way that mobilespare
dynamically assigned to VLANSs using VLAN rules. Ske chapter titled “Defining VLAN Rules” in the
OmniSwitch AOS Release 6 Network Configuration Guide.

The commands to setup VLANs are shown below:
Router 1

->vlan 5 name vlan-isis

-> ip interface vlan-isis address 10.4.1.1 mask 255 .0.0.0vlan 5
->vlan 5 port default 1/10

-> ipv6 interface vlan-isis vlan 5

-> ipv6 address 2001::1/64 vlan-isis
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Router 2

-> vlan 5 name vlan-isis

-> ip interface vlan-isis address 10.4.1.2 mask 255 .0.0.0vlan 5
->vlan 5 port default 1/10

-> ipv6 interface vlan-isis vlan 5

-> ipv6 address 2001::2/64 vlan-isis

Step 2: Enable IS-IS

The next step is to load and enable IS-IS on eaater. The commands for this are shown below (the
commands are the same on each router):

-> ip load isis
-> ip isis status enable

Step 3: Create and Enable Area ID
Now the areas should be created and enabled. Thmands for this are shown below:
Router 1
-> ip isis area-id 00.0001
This command created the area for Router 1.
Router 2
-> ip isis area-id 00.0002

This command created the area for Router 2.

Step 4: Configuring IS-IS Level Capability

The router must be configured with the IS-IS lezagbability, which decides whether the router wollite
traffic within an area or between two or more areas

Router 1
-> ip isis level-capability level-1/2
Router 2

-> ip isis level-capability level-1/2

Note. The default IS-IS level capability is Level-1/2.

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 3-33



Verifying IS-IS Configuration Configuring IS-IS

Step 5: Enabling 1S-IS on VLAN
Router 1
-> ip isis vlan vlan-isis
-> ip isis vlan vlan-isis address-family v4v6
-> ip isis vlan vlan-isis status enable
Router 2
-> ip isis vlan vlan-isis

-> ip isis vlan vlan-isis address-family v4v6
-> ip isis vlan vlan-isis status enable

Step 6: Examine the Network
After the network has been created, you can chadkws aspects of it using show commands:
e For IS-IS in general, use tilsbow ip isis statisticsccommand.
e For SPF details, use tlsbow ip isis spfcommand.
e [For summarization details, use steow ip isis summary-addresgommand.
e To check for adjacencies formed with neighbors,theshow ip isis adjacencycommand.
e [or routes, use trehow ip isis routescommand.

¢ For details of the interfaces, use #i®w ip isis vlancommand.

Verifying IS-IS Configuration

To verify information about adjacent routers, sumyraddress, SPF, or IS-IS in general, usestimv
commands listed in the following table:

show ip isis adjacency Displays information about IS-IS adjacent routers.

show ip isis database Displays 1S-IS LSP database information of the ealjg routers.
show ip isis hostname Displays the database of IS-IS host names.

show ip isis routes Displays the IS-1S route information known to toater.

show ip isis spf Displays the 1S-IS SPF calculation information.

show ip isis spf-log Displays the I1S-IS SPF log.

show ip isis statistics Displays the IS-IS statistics information.

show ip isis status Displays the IS-IS status.

show ip isis summary-address Displays the IS-IS summary address database.
show ip isis summary-address®isplays the IS-IS IPv6 summary address database.
show ip redist Displays the I1S-IS configured redistributions.

show ip isis vlan Displays the I1S-IS IPv4 and IPv6 interface inforimaton a VLAN in
the 1S-IS database.

For more information about the commands outputepter 3, “Configuring IS-1Sin theOmniSwitch
AOS Release 6 CLI Reference Guide.
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Multi-Topology IS-IS Overview

Multi-topology (M-ISIS) support is necessary inli$to support network domains in which non-dual
stack IS-1S routers exist. The default protocoldaébr of IS-IS is to construct shortest paths tigtothe
network using the routers' MAC addresses with g@auré to the different IP address families supported
This behavior may result in black-holed routing whieere are some IPv4-only or IPv6-only routerarin
IS-IS routing domain, instead of all dual-stacktess.

M-ISIS mechanism runs multiple, independent IP togies within a single IS-IS network domain, using
separate topology-specific SPF computation andiphellRouting Information Bases (RIBs).

M-ISIS routers advertise their MT capability by linding a set of MT TLVs in their Hello PDUs. When
the router originates LSPs, it uses MT ReachablELIs to list the topologies the router belongaital
the neighbors in the same topologies. Any IS-1Santhat does not advertise MT capability, or doets
use the MT TLVs is considered as belonging to #fauat topology.

On point-to-point interfaces, if two neighboring M@pable 1S-1S routers have no common topologies in
common, no adjacency is formed. On broadcast exted, an adjacency is formed between two or more
neighboring IS-IS routers even if there is no togylin common.

Note. M-ISIS is advised in networks containing ISIS erabiouters with a combination of IPv4 and IPv6
capabilities.

M-ISIS Operation

Each Multi-topology runs its own SPF computatioheTesults of the SPF computation stored in a sepa-
rate Routing Information Base (RIB), identified thhe MT ID.

By default, as per normal I1S-1IS protocol behav@&®F computation for IPv4 and IPv6 prefixes resualis
common SPF tree. This approach holds true whd®d routers in the network are dual-stack andesha
a common topology (that is, IPv4 and IPv6 traffaversing the same links, using corresponding i€4n
faces configured on the VLANS). This computatiothis non MT-capable mode of I1S-IS operation.

If M-ISIS capability is enabled, different SPF camgttions are performed for IPv4 and IPv6 basechen t
different MT IDs. Specifically, one common IPv4 S&smputation is performed for the default behavior
as well as IPv4 prefixes learned in the contex¥@fID 0. IPv6 SPF computation is performed for IPv6
prefixes learned in the context of MT ID 2. In tMJ -specific computation, IPv6 prefixes learned
through the default behavior (that is, if advedise IP6 Reachable Prefixes TLV type 236), is oeaitt
from this computation.
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Enabling M-ISIS Capability

Use the following command to enable M-ISIS capgabgupport for 1S-IS. If enabled, IPv6 SPF computa-
tion is performed separate from the IPv4 SPF coatjmit.

-> ip isis multi-topology

Changing the multi-topology mode with this commauilli result in internal disabling and re-enablinfy o
IS-IS protocol, with the new mode of operation.sTbauses 1S-IS adjacencies to be reset.

If M-ISIS mode of operation is not enabled, AOSIEeperates in a dual-stack mode, computing aeingl
SPF for IPv4 and IPv6. M-ISIS TLVs received in thisde are not processed for SPF calculations.

For backwards compatibility with non M-ISIS awaoeiters, even if M-ISIS capability is enabled, AOS
IS-IS will continue to exchange IPv4 prefixes ie tihefault IPv4 reachability TLVs (and not in thel S+
IS TLVs in MT ID 0). SPF processing for IPv4 wilidlude default IPv4 Reachability TLVs along with
those received in MT ID 0 TLVs (if any).

Verify M-ISIS Configuration

Useshow ip isis statusandshow ip isis adjacencycommands to view the M-ISIS configuration details.
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M-ISIS Configuration Scenario

IPv4 & IPv6

IPv4 anly

IPv6 only

0510K
8\ - '

056850
H?
056850 E’

X

IPv4 only
ISIS router PC 2

M-ISIS Configuration Scenario

In the above scenario, when M-ISIS is configuried, IPV6 traffic sent from PC2 to PC1 is sent altirey
green path even though orange path is the sh@aéstwith minimum hops. M-ISIS distinguishes
between IPv4 and IPv6 topologies, the dual-staakers performs SPF calculation separately for IPv4
and IPv6. That is, the MT-specific SPF calculafionIPv6 excludes router IPV4 only router thereby

preventing the black-holing.
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4 Configuring BGP

The Border Gateway Protocol (BGP) is an exterioting protocol that guarantees the loop-free exghan
of routing information between autonomous systerhge. Alcatel-Lucent implementation supports BGP
version 4and the RFCs specified below.

The Alcatel-Lucent implementation of BGP is desijifier enterprise networks, specifically for border
routers handling a public network connection, saglthe organization’s Internet Service ProvideP{IS
link.

This chapter describes the configuration and u&G# in IPv4 and IPv6 environments using the
Command Line Interface (CLI). The Alcatel-Lucentpi@mentation of BGP-4 and Multiprotocol
Extensions to BGP-4 is based on several RFCs Istémiv. CLI commands are used in the configuration
examples in this chapter. For more details abasymtax of these commands, see@nhaiSwitch AOS
Release 6 CLI Reference Guide.

Note. In this document, the BGP terms “peer” and “neigtilaoe used interchangeably.

Note. This implementation of BGP allows you to configared manage BGP in IPv4 and IPv6 environ-
ments via CLI, WebView and SNMP interfaces.

In This Chapter

The topics and configuration procedures in thigptdainclude:

e Setting up global BGP parameters, such as a reuterfonomous System (AS) number and default
local preference. Sé&etting Global BGP Parameters” on page 4-20

e Configuring a BGP peer and setting various pararaete that peer, such as timers, soft reconfigura-
tion, and policies. Se&onfiguring a BGP Peer” on page 4-26

e Configuring route dampening parameters for theao@e&'Controlling Route Flapping Through
Route Dampening” on page 4-36

e Configuring route reflection using single and npulkiroute reflectors. Sé8etting Up Route Reflec-
tion” on page 4-40

e Configuring aggregate routes as well as valuesdgregates, such as community strings and local
preference. Se&onfiguring Aggregate Routes” on page 4-32

e Configuring BGP local networks. S&@onfiguring Local Routes (Networks)” on page 4-33

e Configuring confederations. S&@€reating a Confederation” on page 4-44
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e Using policies to control BGP routing. S#&outing Policies” on page 4-45

e Configuring redistribution using route maps. S€enfiguring Redistribution” on page 4-53
e Enabling IPv6 BGP Unicast. S&€nabling/Disabling IPv6 BGP Unicast” on page 4-68

e Configuring an IPv6 BGP Peer. S&onfiguring an IPv6 BGP Peer” on page 4-68

e Configuring IPv6 BGP Networks. Sé€onfiguring IPv6 BGP Networks” on page 4-72

e Configuring IPv6 Redistribution. Sé€onfiguring IPv6 Redistribution” on page 4-75
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BGP Specifications

BGP Specifications

RFCs Supported

1771/4271-A Border Gateway Proto¢BIGP-4)

2439-BGP Route Flap Damping

3392—-Capabilities Advertisement with BGP-4

2385—Protection of BGP Sessions via the TCP MD5
Signature Option

1997-BGP Communities Attribute

4456-BGP Route Reflection: An Alternative to Fulkesh
Internal BGP (IBGP)

3065—-Autonomous System Confederations for BGP

4273-Definitions of Managed Objects for BGP-4

4486-Subcodes for BGP Cease Notification

4760—Multiprotocol Extensions for BGP-4

2545-Use of BGP-4 Multiprotocol Extensions for IPv6
Inter-Domain Routing

BGP Attributes Supported

Origin, AS Path, Next Htgvé), MED, Local Prefer-
ence, Atomic Aggregate, Aggregator (IPv4), Commynit
Originator ID, Cluster List, Multiprotocol Reachabl
NLRI (IPv6), Multiprotocol Unreachable NLRI (IPv6).

Platforms Supported

OmniSwitch 6850E, 6855, 9000E

Maximum BGP Peers per Router 32

Maximum number of routes supported 65,000

Range for AS Numbers 1 to 65535

Range of Local Preference Values 0 to 4294967295

Range for Confederation IDs (not sup- 0 to 65535
ported in IPv6)

Range for MED Attribute 0 to 4294967295
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Quick Steps for Using BGP

1 The BGP software is not loaded automatically whenrouter is booted. You must manually load the
software into memory by typing the following commdan

-> ip load bgp

2 Assign an Autonomous System (AS) number to thel BGP speaker. By default the AS number is 1,
but you may want to change this number to fit yoetwork requirements. For example:

-> ip bgp autonomous-system 100
3 Enable the BGP protocol by entering the followimgnenand:
-> ip bgp status enable

4 Create a BGP peer entry. The local BGP speakeldbeuable to reach this peer. The IP address you
assign the peer should be valid. For example:

-> ip bgp neighbor 198.45.16.145

5 Assign an AS number to the peer you just creatdiche®ers require an AS number. The AS number
does not have to be the same as the AS numbédrddot¢al BGP speaker. For example:

-> ip bgp neighbor 198.45.16.145 remote-as 200

6 By default a BGP peer is not active on the networll you enable it. Use the following commands to
enable the peer created in Step 4:

-> ip bgp neighbor 198.45.16.145 status enable
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BGP Overview

BGP (Border Gateway Protocol) is a protocol forteging routing information between gateway hosts
in a network of autonomous systems. BGP is the wmsimon protocol used between gateway hosts on
the Internet. The routing table exchanged betweststtontains a list of known routers, the addeesse
they can reach, and attributes associated witpdkie The OmniSwitch implementation supports BGP-4,
the latest version of BGP, as defined in RFC 1771.

BGP is a distance vector protocol, like the Routimigrmation Protocol (RIP). It does not requireipe
odic refresh of its entire routing table, but mgesaare sent between BGP peers to ensure a camicti
active. A BGP speaker must retain the current ngutible of its peers during the life of a connatti

Hosts using BGP communicate using the Transmissantrol Protocol (TCP) on port 179. On connec-
tion start, BGP peers exchange complete copigseaf touting tables, which can be quite large. Hesve

only changes are exchanged after startup, whickemimg running BGP sessions more efficient than

shorter ones. BGP-4 lets administrators configost metrics based on policy statements.

BGP communicates with other BGP routers in thell&&using Internal BGP (IBGP).

BGP-4 makes it easy to use Classless Inter-Domairify (CIDR), which is a way to increase addresses
within the network beyond the current Internet Beot address assignment scheme. BGP’s basic unit of
routing information is the BGP path, which is ateoto a certain set of CIDR prefixes. Paths argedg

with various path attributes, of which the mimsportant aréAS_PATHandNEXT_HOP.

One of BGP-4's most important functions is loopedtion at the autonomous system leusing the
AS_PATHattribute. The AS_PATH attribute is a list of ASsilg used for data transport. Téyatax
of this attribute is made more complex by its needupport path aggregation, when multiple patbs ar
collapsed into one to simplify further route adissments. A simplifieddiew of AS_PATHis that it is
the list of Autonomous Systems that a route goesitih to reaclits destination. Loops are detected
and avoided by checking for your own AS number § RATHs received from neighboring
Autonomous Systems.

An OmniSwitch using BGP could be placed at the exfgen enterprise network to handle downstream
Internet traffic. However, a router using BGP sldouibt be placed on the public Internet to handle
upstream traffic. The BGP implementation in an C&witch can handle up to 32 peers, but ideally shoul
be configured with 2 peers. An example of suchrdigaration would be two (2) paths to the Interrgeat,

a dual-homed network.

OmniSwitch

Local Network
AS 1
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BGP is intended for use in networks with multipléaomous systems. It is not intended to be used as
LAN routing protocol, such as RIP or Open ShorReth First (OSPF). In addition, when BGP is used as
an internal routing protocol, it is best used itomomous systems with multiple exit points as cules
features that help routers decide among multipiepaths.

BGP uses TCP as its transport protocol, elimindtirgneed for it to implement mechanisms for updat-
ings fragmentation, retransmission, acknowledgmeemd, sequencing information.

Autonomous Systems (ASs)

Exterior routing protocols were created to conth@ expansion of routing tables and to provide aemo
structured view of the Internet by segregatingirgidomains into separate administrations, called
Autonomous Systems (ASs). Each AS has its ownmgyiolicies and unique Interior Gateway Protocols
(IGP).

More specifically, an AS is a set of routers thas la single routing policy, runs under a singlénézal
administration, and that commonly utilizes a sin@® (though there could be several different IGPs
intermeshed to provide internal routing). To thet &f the networking world, an AS appears as alsing
entity.

The diagram below demonstrates the relationshipG®P and ASs:

Internal
Gateway
Protocol

Internal
Gateway
Protocol

BGP

Autonomous System 100 Autonomous System 200

Each AS has a number assigned to it by an Int&agistry, much like an IP address. BGP is the stahd
Exterior Gateway Protocol (EGP) used for exchangifigrmation between ASs.

The main difference between routing within an AGR) and routing outside of an AS (EGP) is that IGP
policies tend to be set due to traffic concernstantinical demands, while EGP policies are set more
business relationships between corporate entities.
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Internal vs. External BGP

Although BGP is an exterior gateway protocol, it siill be used inside an AS as a pipe to exch&tge
updates. BGP connections inside an AS are reféorad Internal BGP (IBGP), while BGP connections
between routers in separate ASs are referred Ext@snal BGP (EBGP).

ASs with more than one connection to the outsidddiere called multi-homed transit ASs, and can be
used to transit traffic by other ASs. Routers ragnBGP are called transit routers when they ctrey
transit traffic through an AS.

For example, the following diagram illustrates tlse of IBGP in a multihomed AS:

AS 100

AS 200

Router A

Extern -

Internal BGP :M[[[E

Router B Router C

Transit Traffic

Router D

iz

External BGP

AS 300

In the above diagram, AS 100 and AS 200 can seddexueive traffic via AS 300. AS 300 has become a
transit AS using IBGP between Router B and Router C

Not all routers in an AS need to run BGP; in mases, the internal routers use an IGP (such asRIP

OSPF) to manage internal AS routing. This allewdb® number of routes the internal nontransitensut
must carry.
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Communities

A community is a group of destinations that shame common property. A community is not restricted
to one network or one autonomous system.

Communities are used to simplify routing policigsitbentifying routes based on a logical propertyea
than an IP prefix or an AS number. A BGP speakaruse this attribute in conjunction with other
attributes to control which routes to accept, preded pass on to other BGP neighbors.

Communities are not limited by physical boundaraag] routers in a community can belong to different
ASs.

For example, a community attribute of “no expordutd be added to a route, preventing it from being
exported, as shown:

Route A
(No Export)
-
Route B Route B
- -
AS 100 AS 200 AS 300

In the above example, Route A is not propagate®ld 00 because it belongs to a community thatis no
to be exported by a speaker that learns it.

A route can have more than community attribute.@FBspeaker that sees multiple community attributes
in a route can act on one, several, or all of tirébates. Community attributes can be added orifiezt
by a speaker before being passed on to other peers.

Communities are discussed furthef\lorking with Communities” on page 4-43
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Route Reflectors

Route reflectors are useful if the internal BGP Imlescomes very large. A route reflector is a cotreen
tion router for other BGP peers in the local netyarcting as a focal point for internal BGP session

Multiple client BGP routers peer with the centralite server (the reflector). The router reflectben

peer with each other. Although BGP rules stateribiaties learned via one IBGP speaker cannot beadve
tised to another IBGP speaker, route reflectioovadlthe router reflector servers to “reflect” rajte
thereby relaxing the IBGP standards.

Note. This feature, which is used to minimize the nunmifdBGP sessions in an AS is not supported in
the IPv6 BGP environment.

Since the router clients in this scenario only peith the router reflector, the session load petepis
significantly reduced. Route Reflectors are diseddsirther in‘Setting Up Route Reflection” on
page 4-40

The following illustration demonstrates this contcep

AS 100 with Route Reflection

il il

BGP Reflector 1 BGP Reflector 2
BGP Client 1 - BGP Client 4

BGP Client 2 \ — BGP Client 5

BGP Client 6

BGP Client 3
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In the diagram above, Clients 1, 2, and 3 peer Réfector 1, and Clients 4, 5, and 6 peer withl&debr
2. Reflector 1 and 2 peer with each other. Thisvadl each BGP speaker to maintain only one BGP
session, rather than a possible seven sessiodepamstrated below:

AS 100 without Route Reflection
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BGP Confederations

Confederations are another way of dealing withdargtworks with many BGP speakers. Like route

reflectors, confederations are recommended wheskspg are forced to handle large numbers of BGP
sessions at the same time.

Note. This feature is not supported in the IPv6 BGP emvinent.

Confederations are sub ASs within a larger AS dasiach sub AS, all the rules of IBGP apply. Since
each sub AS has its own AS number, EBGP must bdtossommunicate between sub ASs. The
following example demonstrates a simple confedenaget up:

EBGP

i

AS 1002

AS 1001

AS 100 is now a confederation consisting of AS 186d AS 1002. Even though EBGP is used to
communicate between AS 1001 and 1002, the entirBederation behaves as though it were using IBGP.
In other words, the sub AS attributes are presewfeeh crossing the sub AS boundaries.

Confederations are discussed furthetGneating a Confederation” on page 4-44
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Policies

Routing policies enable route classification foporting and exporting routes. The goal of routing
policies is to control traffic flow. Policies cae lapplied to egress and ingress traffic.

Note. Policies can be applied only to IPv4 routes anda®®Pv6 prefixes.

Policies act as filters to either permit or dengafied routes that are being learned or advertisad a
peer. The following diagram demonstrates this cptice

Incoming policy
(deny AS 300)

Route 1
AS 200

Route 2

AS 100

AS 300

Routes from AS 200 and AS 300 are being learne$®y.00. However, there is an incoming AS Path

policy at the edge of AS 100 that prevents routes driginate in AS 300 from being propagated thieu
out AS 100.

There are four main policy types:

e AS Path. This policy filters routes based on AShpsts. An AS path list notes all of the ASs tbete
travels to reach its destination.

e Community Lists. Community list policies filter rtas based on the community to which a route
belongs. Communities can affect route behaviordhasethe definition of the community.

e Prefix Lists. Prefix list policies filter routes $&d on a specific network address, or a rangetafank
addresses.

¢ Route Maps. Route map policies filter routes by lgaraating other policies into one policy. Itis a
way of combining many different filter options inbme policy.

Creating and assigning policies is discussetRiouting Policies” on page 4-45
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Regular Expressions

Regular expressions are used to identify AS pathpurposes of making routing decisions. In this
context, an AS path is a list of one or more unsigh6-bit AS numbers, in the range 1 through 65535.

An ordinary pattern match string looks like:
100 200

which matches any AS path containing the Autonon®ystem number 100 followed immediately by
200, anywhere within the AS path list. It would meatch an AS path which was missing either number,
or where the numbers did not occur in the correttig or where the numbers were not adjacent to one
another.

Special pattern matching characters (sometimeedtatketacharacters) add the ability to specify piaatt
of the pattern must match the beginning or endh@fAS path list, or that some arbitrary number 8f A
numbers should match, etc. The following tablerkfithe metacharacters used in the BGP implementa-

tion.

Symbol Description

A Matches the beginning of the AS path list.

123 Matches the AS number 123.
Matches any single AS number.

? Matches zero or one occurrence of the previowsntokhich must be an AS number,
a dot, an alternation, or a range.

+ Matches one or more occurrences of the previdkentowvhich must be an AS num-
ber, a dot, an alternation, or a range.

* Matches zero or more occurrences of the previoksrt, which must be an AS numt
ber, a dot, an alternation, or a range.

( Begins an alternation sequence of AS numbersatthes any AS number listed in
the alternation sequence.

| Separates AS numbers in an alternation sequence.

) Ends an alternation sequence of AS numbers.

[ Begin a range pair consisting of two AS numbesasated by a dash. It matches any
AS number within that inclusive range.

- Separates the endpoints of a range.

] Ends a range pair.

$ Matches the end of the AS path list.

, Commas, underscores (_), and spaces are ignored.

The regular expressions configured in the routercampared against an incoming AS path list orge at
time until a match is found, or until all pattetmsve been unsuccessfully matched. Unlike some imple
mentations, which use a character-based patterchingtlogic, the BGP implementation treats AS
numbers as single tokens, providing two benefits:
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¢ |t makes writing (and reading) policies much easier

¢ |t enables the router to begin using the policiesenguickly after startup.

Note: Using multiple ** or ‘+" within a single expressn could be interpreted as being ambiguous and
should be avoided.

For example, to identify routes originating fromeimal autonomous systems, you would use the patter

[64512-65535]%

which means “match any AS number from 64512 to 65&&lusive) which occurs at the end of the AS
path.” To accomplish the same thing using chardzased pattern matching, you would have to use the
following pattern:

(1 6451[2-9]_|_645[2-9][0-9]_|_64[6-9][0-9][0-9]_|_6

5[0-9][0-9][0-9] )%

Some examples of valid regular expressions are shiothe following table:

[72)

Example Description
100 Meaning: Any route which passes through AS nurbér
Matches: 100 200 300
300 100 100
Doesn’t Match: | 200 300
100 Meaning: Any routes for which the next hop is Wsnber 100.
Matches: 100 200 100
Doesn’t Match: | 50 100 200
100% Meaning: Any route which originated from AS nentb00 (AS numbers are
prepended to the AS path list as they are passesbahe originat-
ing AS is always the last number in the list).
Matches: 100
200 200 100
Doesn’t Match: | 100 200
100 500% Meaning: A route with just two hops, 10d &00.
Matches: 100 500
Doesn’t Match: | 100 500 600
100 200 500
100.. 200 Meaning: Any route with at least 4 hapigh 100 separated by any two hop
from 200.
Matches: 50 100 400 500 200 600
100 100 100 200
Doesn’t Match: | 100 200
100 100 200
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(100]200).+ Meaning: Any route which begins with 100 or 200, £adth an AS number
[500-650]% between 500 and 650 (inclusive), and is at leasethops in length,
The “.+” part matches at least one (but possiblyen&S numbers.
Matches: 100 350 501
200 250 260 270 280 600
Doesn’t Match: | 100 600
100 400 600 700
500 Meaning: Only routes consisting of a single BS0.
Matches: 500
Doesn’t Match: | 500 600
100 500 600
[100-199]* Meaning: Any route which ends with any number ofwrcences of AS num-
500 bers in the range 100 to 199, followed by 500 ofwkd by either a
(900|950)% 900 or 950.
Matches: 100 150 175 500 900

100 500 950

Doesn’t Match:

100 200 500 900
100 199 500

Some example

s of invalid regular expressions asa/shn the following table:

Error Description
66543 Number is too large. AS numbers must be imahge 1 to 65535.
64,512 Possibly an error, if the user meant thebmri4512. The comma gets interpreted|as

a separator, thus the pattern is equivalent tovtbeAS numbers 64 and 512.

(100 200 | 300)

Alternation sequences must conssngle AS numbers separated by vertical bars,
enclosed by parentheses.

=

(100*|200) No metacharacters other than verticad baaty be included within an alteration
sequence.

(100 | Parthentheses may not be nested. This pattertualigcequivalent to (100|200|300).

(200]300))

100 ~ 200 The “N" metacharacter must occur firshia pattern, as it matches the beginning of
the AS path.

7500 $600 The “$” metacharacter must occur lashéngattern, as it matches the end of the AS
path.

A? 100 The repetition metacharacters (?,+,*) cabeapplied to the beginning of the line. |
it were legal, this pattern would be equivalenth® pattern: 100.

[1-(8]|9)]* A range cannot contain an alternationigstce.
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The Route Selection Process

Several metrics are used to make BGP routing adetgsiThese metrics include the route’s local prefer
ence, the AS Path, and the Multi-Exit Discriminaf=D). These metrics are organized into a hienarch
such that if a tie results, the next importantecid is used to break the tie until a decision é&lenfor the
route path.

BGP selects the best path to an autonomous systemall known paths and propagates the selectdd pat
to its neighbors. BGP uses the following critenegrder, to select the best path. If routes are equal at a
given point in the selection process, then the ngtdrion is applied to break the tie.

1 The route with the highest local preference.
2 The route with the fewest autonomous systems lisiég AS Path.

3 The AS path origin. A route with an AS path originlGP (internal to the AS) is preferred. Next in
preference is a route with an AS path origin of E&Rernal to the AS). Least preferred is an A% plaat
is incomplete. In summary, the path origin prefeeeis as follows: IGP < EGP < Incomplete.

4 The route with the lowest Multi-Exit Discriminat@¥lED). MEDs are by default compared between
routes that are received within the same AS. Howepgel can configure BGP to consider MED values
from external peers. This test is only appliedhé tocal AS has two or more connections, or elits,
neighbor AS.

5 The route with a closer next hop (with respectinternal routing distance).

6 The source of the route. A strictly interior roigepreferred, next in preference is a strictly érte
route, and third in preference is an exterior rdegéened from an interior session. In summary ythee
source preference is as follows: IGP < EBGP < IBGP.

7 Lowest BGP Router ID. The route whose next hopd&ess is numerically lowest.
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Route Dampening

Route dampening is a mechanism for controllingednstability. If a route is enabled and disabled
frequently, it can cause an abundance of UPDATEVEBRNCHDRAWN messages to expend speaker
resources. Route dampening categorizes a rouféhaskehaved orill behaved. A well behaved route
shows a high degree of stability over an extendgtbg of time, while an ill behaved route showsghh
degree of instability over a short period of tifiis instability is also known dkapping.

Route dampening can suppress (not advertise) batikived route until it has achieved a certainekegf
stability. Route suppression is based on the numbiémes a route flaps over a period of time.

Note. This mechanism does not apply to IPv6 prefixes.

The following diagram illustrates this concept:

Route 1

Route 2
(flapping)

Route 3

Routes 1, 2, and 3 are entering AS 100, but Ro(ibeause it is flapping) has exceeded the damgenin
threshold. It is therefore not propagated intoAlse

The dampening threshold and suppression time ofi iis determined by various factors discussed in
“Controlling Route Flapping Through Route Dampeniiog page 4-36

CIDR Route Notation

Although CIDR is supported by the router, CIDR munbtation is not supported on the CLI command
line. For example, in order to enter the route “188.0.0/24” you must input “198.16.10.0
255.255.255.0". Some show commands, sudp agp policy prefix-list, do use CIDR notation to
indicate route prefixes.
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BGP Configuration Overview

The following steps and points summarize configgi®GP. Not all of the following are necessary. For
the necessary steps to enable BGP on the OmniSwiefQuick Steps for Using BGP” on page 4-4

1 Load the BGP protocol. Sé8tarting BGP” on page 4-19

2 Set up router-wide parameters, such as the rold&’sumber, default local preference, and enalde th
BGP protocol. Se&Setting Global BGP Parameters” on page 4-20

3 Configure peers on the router. These peers may tieisame AS as the router or in a different AS.
See“Configuring a BGP Peer” on page 4-26

4 Configure peers that operate on remote routerss& peers may be in the same AS as the routereor in
different AS. SeéConfiguring a BGP Peer” on page 4-26

5 Configure optional parameters. There are many patifeatures available in the Alcatel-Lucent
implementation of BGP-4. These features are desgti later sections of this chapter. The followisig
list of BGP features you can configure on an Omii&w

* Aggregate Routes. Sé€onfiguring Aggregate Routes” on page 4-32

¢ Local networks, or routes. S&@onfiguring Local Routes (Networks)” on page 4-33

e Route Dampening. Sé€ontrolling Route Flapping Through Route Dampertiiag page 4-36
¢ Route Reflection. Se&setting Up Route Reflection” on page 4-40

e Communities. Se&Norking with Communities” on page 4-43

e Confederations. S€€reating a Confederation” on page 4-44

e Policies to control BGP routing. S&eouting Policies” on page 4-45

¢ Redistribution policies using route maps. Seenfiguring Redistribution” on page 4-53
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Starting BGP

Before BGP is operational on your router you maatlit to running memory and then administratively
enable the protocol using theload bgp andip bgp statuscommands. Follow these steps to start BGP.

1 Install advanced routing image file in the actiw®bdirectory.

2 Load the BGP image into running memory by issulrgfollowing command:
-> ip load bgp

3 Administratively enable BGP by issuing the folloginommand:

-> ip bgp status enable

Disabling BGP
You can administratively disable BGP by issuingfiiiowing command:

-> ip bgp status disable

Many BGP global commands require that you disdideprotocol before changing parameters. The
following functions and commands require that yiost fdisable BGP before issuing them:

Parameters Requiring that BGP first be disabled

Function Command

Router’s AS number ip bgp autonomous-system

Confederation identifier ip bgp confederation identifier

Default local preference ip bgp default local-preference

IGP synchronization ip bgp synchronization

AS Path Comparison ip bgp bestpath as-path ignore

MED comparison ip bgp always-compare-med

Substitute missing MED value ip bgp bestpath med missing-as-
worst

Equal-cost multi-path comparison ip bgp maximum-paths

Route reflection ip bgp client-to-client reflection

Cluster ID in route reflector group ip bgp cluster-id

Fast External Fail Over ip bgp fast-external-failover

Enable logging of peer changes ip bgp log-neighbor-changes

Tag routes from OSPF ip bgp confederation identifier
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Setting Global BGP Parameters

Many BGP parameters are applied on a router-widesb@ihese parameters are referred tgletsal BGP
parameters. These values are taken by BGP petits inuter unless explicitly overridden by a BGRmpe
command. This section describes how to enablesaibté BGP global parameters.

Global BGP Defaults

Parameter Description Command Default Value/Comments

Router’s AS number ip bgp autonomous-system 1

Confederation Number ip bgp confederation identifier ~ No confederations configured

Default local preference ip bgp default local-preference 100

IGP synchronization ip bgp synchronization Disabled

AS Path Comparison ip bgp bestpath as-path ignore  Enabled

MED comparison on external ip bgp always-compare-med Disabled

peers

Substitute missing MED value ip bgp bestpath med missing-as- Lowest (best) possible value
worst

Equal-cost multi-path support ip bgp maximum-paths Disabled

Route reflection ip bgp client-to-client reflection  Disabled

Cluster ID in route reflector group bgp cluster-id 0.0.0.0

Fast External Fail Over ip bgp fast-external-failover Disabled

Enable logging of peer changesip bgp log-neighbor-changes Disabled

Route dampening ip bgp dampening Disabled
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Setting the Router AS Number

The router takes a single Autonomous System (A&)bar. You can assign one and only one AS number
to a router using thip bgp autonomous-systentommand. That same router may contain peers that
belong to a different AS than the AS you assignryouter. In such a case these BGP peers withferdif
ent AS would be considered external BGP (EBGP)paerd the communication with those peers would
be EBGP.

The following command would assign an AS numbet4fo a router:

-> ip bgp autonomous-system 14

This command requires that you first disable thePBigotocol. If BGP were already enabled, you would
actually need to issue two commands to assignaiiers AS number to 14;

-> ip bgp status disable
-> ip bgp autonomous-system 14

Setting the Default Local Preference

A route’s local preference is an important attréint the path selection process. In many cased ibev
the most important criteria in determining the st of one route over another. A route obtaiegdtal
preference in one of two ways:

e By taking the default local preference establispiethally in the router.

¢ By having this default local preference manipuldtgdnother command. The BGP peer, aggregate
route, and network commands allow you to assigrcal lpreference to a route. It is also possible to
manipulate the local preference of a route thraBG# policy commands.

The local preference in the router is set by defaul00. If you want to change this value, use the
ip bgp default local-preferencecommand. For example, if you wanted to changel#tiault local prefer-
ence for all routes to 200, you would issue thioWing command:

-> ip bgp default local-preference 200

This command requires that you first disable théPBiBotocol. If BGP were already enabled, you would
actually need to issue two commands to changeefati local preference to 200:

-> ip bgp status disable
-> ip bgp default local-preference 200
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Enabling AS Path Comparison

The AS path is a route attribute that shows theaece of ASs through which a route has traveled. Fo
example if a path originated in AS 1, then wenobtlgh AS 3, and reached its destination in AS 4) the
AS path would be:

431

A shorter AS path is preferred over a longer ASip@ihe AS path is always advertised in BGP route
updates, however you can control whether BGP udgsttribute when comparing routes. The length of
the AS path may not always indicate the effectigsrfer a given route. For example, if a route hes&
path of:

134

using only T1 links, it might not be a faster p#thn a longer AS path of:
2457

that uses only DS-3 links.

By default AS path comparison is enabled. You daahde it by specifying:
-> no ip bgp bestpath as-path ignore

This command requires that you first disable théPBiBotocol. If BGP were already enabled, you would
actually need to issue two commands to turn offp&g comparison:

-> ip bgp status disable

-> no ip bgp bestpath as-path ignore
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Controlling the use of MED Values

The Multi Exit Discriminator, or MED, is used by tofer routers (i.e., BGP speakers with links to heig
boring autonomous systems) to help choose betwedtipta entry and exit points for an autonomous
system. It is only relevant when an AS has mora th& connection to a neighboring AS. If all other
factors are equal, the path with the lowest MEDugahkes preference over other paths to the neighbo
AS.

If received on external links, the MED may be prggii@d over internal links to other BGP speakethén
same AS. However, the MED is never propagated eéalsgrs in a neighboring AS. The MED attribute
indicates the weight of a particular exit pointrfran AS. Some exit points may be given a better MED
value because they lead to higher speed connections

The Alcatel-Lucent implementation of BGP allows yowcontrol MED values in the following ways:
e Compare MED values for external ASs
* Insert a MED value in routes that do not containD4E

The following two sections describe these MED calrfgatures.

Enabling MED Comparison for External Peers

By default, BGP only compares MEDs from peers witiie same autonomous system when selecting
routes. However, you can configure BGP to compaEDilvalues received from external peers, or other
autonomous systems. To enable MED comparison efrexit peers specify:

-> ip bgp always-compare-med

This command requires that you first disable thePBiBotocol. If BGP were already enabled, you would
actually need to issue two commands to disable M&/parison:

-> ip bgp status disable

-> no ip bgp always-compare-med

Inserting Missing MED Values

A MED value may be missing in a route received fraamexternal peer. Your can specify how a missing
MED in an external BGP path is to be treated fatecselection purposes. The default behavior ieetat
missing MEDs as zero (best). Tipebgp bestpath med missing-as-worstommand allows you to treat
missing MEDs as %1 (worst) for compatibility reasons.

To change the missing MED value from worst to bester the following command:

-> ip bgp bestpath med missing-as-worst
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Synchronizing BGP and IGP Routes

The default behavior of BGP requires that it muesspnchronized with the IGP before BGP may adver-
tise transit routes to external ASs. It is impottidwat your network is consistent about the roittadver-
tises, otherwise traffic can be lost.

The BGP rule is that a BGP router should not aiseeto external neighbors destinations learned from
IBGP neighbors unless those destinations are alswik via an IGP. This is known agchronization. If

a router knows about a destination via an IGR, @#sisumed that the route has already been progagate
inside the AS and internal reachability is ensured.

The consequence of injecting BGP routes insidezdhik costly. Redistributing routes from BGP irtie t
IGP results in major overhead on the internal najt@nd IGPs are really not designed to handlentiaaty
routes.

Theip bgp synchronizationcommand enables or disables BGP internal synchaition. Enabling this
command will force all routers (BGP and non-BGPRImAS to learn all routes learned over external
BGP. Learning the external routes forces the rgutbles for all routers in an AS to be synchrotiaad
ensure that all routes advertised within an ASkaavn to all routers (BGP and non-BGP). However,
since routes learned over external BGP can be raumgenabling synchronization can place an extra
burden on non-BGP routers.

To enable synchronization, enter the following ccamich

-> ip bgp synchronization
The BGP speaker will now synchronize with the IGRe default for synchronization is disabled.
To deactivate synchronization, enter the same cardméth theno keyword, as shown:

-> no ip bgp synchronization
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Displaying Global BGP Parameters

The following list shows the commands for viewihg tvarious aspects of BGP set with the global BGP

commands:

show ip bgp Displays the current global settings for the IdB&IP speaker.

show ip bgp statistics Displays BGP global statistics, such as the roatag

show ip bgp aggregate-addres®Displays aggregate configuration information.

show ip bgp dampening Displays the current route dampening configurasiettings.

show ip bgp dampening-stats Displays route flapping statistics.

show ip bgp network Displays information on the currently defined BG&works.

show ip bgp path Displays information, such as Next Hop and othePBi#ributes, for

every path in the BGP routing table.

show ip bgp routes Displays information on BGP routes known to theteouThis informa-
tion includes whether changes to the route areagrpss, whether it is
part of an aggregate route, and whether it is daehe

For more information about the output from thesenssbhommands, see ti@mniSwitch AOS Release 6
CLI Reference Guide.
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Configuring a BGP Peer

BGP supports two types of peers, or neighborsrriateand external. Internal sessions are run betwee
BGP speakers in the same autonomous system (Af&xrak sessions are run between BGP peers in
different autonomous systems. Internal neighborg bealocated anywhere within the same autonomous
system while external neighbors are adjacent th etlter and share a subnet. Internal neighbordlysua
share a subnet.

BGP speakers can be organized into groups thag sirailar parameters, such as metrics, timers, and
route preferences. It is also possible to configndévidual speakers with unique parameters.

An OmniSwitch is assigned an AS number. That saater may contain peers with different AS
numbers. The router may also contain informatiopeer routers residing in different physical roster
However, the OmniSwitch will not dynamically leaabout peers in other routers; you must explicitly
configure peers operating in other routers.

Note. In this document, the BGP terms “peer” and “neighilaoe used interchangeably to mean any BGP
entity known to the local router.

Peer Command Defaults

The following table lists the default values formygeaof the peer commands:

Default Value/

Parameter Description Command
Comments

Configures the time interval for ip bgp neighbor advertisement-interval 30
updates between external BGP
peers.

Enables or disables BGP peer ip bgp neighbor auto-restart enabled
automatic restart.

Configures this peer as a client tip bgp neighbor route-reflector-client  disabled
the local route reflector.

The interval, in seconds, ip bgp neighbor conn-retry-interval 120
betweerBGPretries to set up a

connection via the transport

protocol with another peer.

Enables or disables BGP peer ip bgp neighbor default-originate disabled
default origination.

Configures the tolerated hold ip bgp neighbor timers 90
time interval, in seconds, for this
peer’'s session.

Configures the timer interval  ip bgp neighbor timers 30
between KEEPALIVE messages
sent to this peer.

Configures the maximum numbeip bgp neighbor maximum-prefix 5000
of prefixes, or paths, the local

router can receive from this peer

in UPDATE messages.
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Parameter Description Command

Default Value/

Comments
Enable or disables maximum prg bgp neighbor maximum-prefix 80 percent
fix warning for a peer. warning-only
Allows external peers to commuip bgp neighbor ebgp-multihop disabled

nicate with each other even when
they are not directly connected.

Configures the BGP peer nameip bgp neighbor description

peer IP address

Sets the BGP peer to use next hgpbgp neighbor next-hop-self
processing behavior.

disabled

Configures the local BGP ip bgp neighbor passive
speaker to wait for this peer to

establish a connection.

disabled

Enables or disables the strippingp bgp neighbor remove-private-as
of private autonomous system

numbers from the AS path of

routes destined to this peer.

disabled

Enables or disables BGP peer ip bgp neighbor soft-reconfiguration
soft reconfiguration.

enabled

Configures this peer as a membgr bgp confederation neighbor
of the same confederation as the
local BGP speaker.

disabled

Configures the local address fronp bgp neighbor update-source
which this peer will be contacted.

Not set until configured

Note.BGP peers are not dynamically learned. BGP peest beuexplicitly configured on the router using

theip bgp neighbor command.
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Creating a Peer

1 Create the peer and assign it an address using bup neighbor command. For example to create a
peer with an address of 190.17.20.16 you wouldrente

-> ip bgp neighbor 190.17.20.16

2 Assign an AS number to the peer usingithbgp neighbor remote-ascommand. For example to
assign the peer created in Step 1 to AS numberyt@Owould enter:

-> ip bgp neighbor 190.17.20.16 remote-as 100

The AS number for a peer defaults to 1 if you dbaumfigure an AS number through the
ip bgp neighbor remote-ascommand.

3 You can optionally assign this peer a descriptiamea using th@ bgp neighbor description
command. Such a name may be helpful particularheifmvorks with connections to more than one ISP.
For example, you could name peers based on theiremtion to a given ISP. In the example above, you
could name the peer “FastISP” as follows:

-> ip bgp neighbor 190.17.20.16 description FastISP

4 Configure optional attributes for the peer. You canfigure many attributes for a peer; these atteb
are listed in the table below along with the comdsansed to configure them.

Optional BGP Peer Parameters

Peer Parameter Command

Interval between route advertisements ip bgp neighbor advertisement-interval
with external peers.

Enables or disables BGP peer automatig bgp neighbor auto-restart
restart.

The interval, in seconds, betweBGP ip bgp neighbor conn-retry-interval
retries to set up a connection via the
transport protocol with another peer.

Enables or disables BGP peer default ip bgp neighbor default-originate
origination.

Configures the tolerated hold time interip bgp neighbor timers
val, in seconds, for messages to this peer
from other peers.

Configures the time interval between ip bgp neighbor timers
KEEPALIVE messages sent by this peer.

Configures the maximum number of prg bgp neighbor maximum-prefix
fixes, or paths, the local router can

receive from this peer in UPDATE mes-

sages.

Enable or disables maximum prefix  ip bgp neighbor maximum-prefix
warning for a peer. warning-only

Configures the local address from whicip bgp neighbor update-source
this peer will be contacted.
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Peer Parameter Command

Allows external peers to communicate ip bgp neighbor ebgp-multihop
with each other even when they are not
directly connected.

Sets the BGP peer to use next hop proip bgp neighbor next-hop-self
cessing behavior.

Configures the local BGP speaker to wajt bgp neighbor passive
for this peer to establish a connection.

Enables or disables the stripping of priip bgp neighbor remove-private-as
vate autonomous system numbers from

the AS path of routes destined to this

peer.

Enables or disables BGP peer soft recop-bgp neighbor soft-reconfiguration
figuration.

5 After entering all commands to configure a peer gead to administratively enable the peer. The peer
will not begin advertising routes until you enahilelo enable the peer in the above step, entepthgp
neighbor statuscommand:

-> ip bgp neighbor 190.17.20.16 status enable

Restarting a Peer

Many BGP peer commands will automatically restagtpeer once they are executed. By restarting the
peer, these parameters take effect as soon as¢he@nes back up. However, there are some peer
commands (such as those configuring timer valdeg)do not reset the peer. If you want these parame
ters to take effect, then you must manually resterBGP peer using the bgp neighbor clear. The
following command would restart the peer at addi€s17.20.16:

-> ip bgp neighbor 190.17.20.16 clear
The peer is not available to send or receive updlat®tification messages while it is restarting.

Use theip bgp neighbor clear softcommand to reset peer policy parameters.

Setting the Peer Auto Restart

When the auto restart is enabled, this peer withmatically attempt to restart a session with aeopeer
after a session with that peer terminates.

To enable the auto restart feature, enteighmyp neighbor auto-restartcommand with the peer IP
address, as shown:

-> ip bgp neighbor 190.17.20.16 auto-restart
To disable this feature, enter the following:

->no ip bgp neighbor 190.17.20.16 auto-restart
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Changing the Local Router Address for a Peer Session

By default, TCP connections to a peer's addresasmigned to the closest interface based on re#icthab
Any operational local interface can be assignettiédBGP peering session by explicitly forcing thePT
connection to use the specified interface. iphegp neighbor update-sourcecommand sets the local
interface address or the name through which thi® B€er can be contacted.

For example, to configure a peer with an IP addo€420.5.4.6 to be contacted via 120.5.4.10, ehier
ip bgp neighbor update-sourcecommand as shown:

-> ip bgp neighbor 120.5.4.6 update-source 12.5.4.1 0
Alternatively, you can enter the name of the IdPainterface, instead of the IP address as shovawbe

-> ip bgp neighbor 120.5.4.6 update-source vian-23

Clearing Statistics for a Peer

BGP tracks the number of messages sent to andreelcgbom other peers. It also breaks down messages
into UPDATE, NOTIFICATION, and TRANSITION categosgeYou can reset, or clear, the statistics for a
peer using thg bgp peer stats-clearommand. For example the following use ofithegp neighbor
stats-clearcommand would clear statistics for the peer ateski190.17.20.16:

-> ip bgp neighbor 190.17.20.16 stats-clear

The statistics that are cleared are shown irsttwev ip bgp neighbors statisticcommand. The following
is an example of output from this command:

-> show ip bgp neighbors statistics 190.17.20.16

Neighbor address =190.17.20.16,
# of UP transitions =0,

Time of last UP transition = 00h:00m:00s,
# of DOWN transitions =0,

Time of last DOWN transition = 00h:00m:00s,
Last DOWN reason = none,

# of msgs rcvd =0,

# of Update msgs rcvd =0,

# of prefixes rcvd =0,

# of Route Refresh msgs rcvd =0,

# of Notification msgs rcvd =0,

Last rcvd Notification reason = none [none]
Time last msg was rcvd = 00h:00m:00s,
# of msgs sent =0,

# of Update msgs sent =0,

# of Route Refresh msgs sent =0

# of Notification msgs sent =0,

Last sent Notification reason = none [none],
Time last msg was sent = 00h:00m:00s
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Setting Peer Authentication

You can set which MD5 authentication key this rowtél use when contacting a peer. To set the MD5
authentication key, enter the peer IP address apdvih theip bgp neighbor md5 keycommand:

-> ip bgp neighbor 123.24.5.6 md5 key keyname

The peer with IP address 123.24.5.6 will be serstsages using “keyname” as the encryption password.
this is not the password set on peer 123.24.5e9, tie local router will not be able to communicaith
this peer.

Setting the Peer Route Advertisement Interval

The route advertisement interval specifies thedeegy at which routes external to the autonomous
system are advertised. These advertisements aresfdsred to as UPDATE messages. This interval
applies to advertisements to external peers.

To set the advertisement interval, enter the nurabseconds in conjunction with the
ip bgp neighbor advertisement-intervalcommand, as shown:

-> ip bgp neighbor 123.24.5.6 advertisement-interva 150

The interval is now set to 50 seconds. The defalite is 30.

Configuring a BGP Peer with the LoopbackO Interface

LoopbackO is the name assigned to an IP interfaadentify a consistent address for network manage-
ment purposes. The LoopbackO interface is not beorehy VLAN, so it will always remain operation-
ally active. This differs from other IP interfadesthat if there are no active ports in the VLAN, IR
interface associated with that VLAN are not activeaddition, the LoopbackO interface provides &ua
IP address for the switch that is easily identiatio network management applications.

It is possible to create BGP peers using the Locdkb#P interface address of the peering routertand-
ing the source (i.e., outgoing IP interface for &P connection) to its own configured Loopback@iin
face. The LoopbackO IP interface address can b&fosdoth Internal and External BGP peer sessions.
For EBGP sessions, if the External peer routeriftiple hops away, thebgp-multihop parameter may
need to be used.

The following example configures a BGP peering isesssing a LoopbackO0 IP interface address:
-> ip bgp neighbor 2.2.2.2 update-source Loopback0

See theOmniSwitch AOS Release 6 Network Configuration Guide for more information about configur-
ing an IP LoopbackO interface.
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Configuring Aggregate Routes

Aggregate routes are used to reduce the size thgotables by combining the attributes of seveitier-
ent routes and allowing a single aggregate roubetadvertised to peers.

You cannot aggregate an address (for example, Q@0Q) if you do not have at least one more-specifi
route of the address (for example, 100.10.20.%HénBGP routing table.

Aggregate routes do not need to be known to thel BGP speaker.
1 Indicate the address and mask for the aggregate using thep bgp aggregate-addressommand:
-> ip bgp aggregate-address 172.22.2.0 255.255.255. 0

2 Supress the individual routes in the 172.22.2.vagk and advertise only one route using the
ip bgp aggregate-addressommand with theummary-only parameter:

-> ip bgp aggregate-address 172.22.2.0 255.255.255. 0 summary-only

3 Optional. When an aggregate route is created B@&B dot aggregate the AS paths of all routes
included in the aggregate. However, you may speh#y a new AS path be created for the aggregate
route that includes the ASs traversed for all reinethe aggregate. To specify that the AS path lads
aggregated use thye bgp aggregate-address as-sebmmand. For example:

-> ip bgp aggregate-address 172.22.2.0 255.255.255. 0 as-set

4 Optional. By default an aggregate route suppre$seadvertisement of all more-specific routes waithi
the aggregate. This suppression of routes is thetiin of an aggregate route. However, you carbtiisa
route summarization through the ipabgp aggregate-address summary-onlyFor example:

->no ip bgp aggregate-address 172.22.2.0 255.255.2 55.0 summary-only

5 Optional. You can manipulate several BGP attribfesoutes included in this aggregate route. These
attributes and the corresponding commands useaiipulate them are shown in the table below:

Optional Aggregate Route Attribute Manipulation

BGP Attribute Command

Community list for this aggregate routeip bgp aggregate-address community

Local preference value for this aggregaip.bgp aggregate-address local-preference
This value overrides the value set in the
ip bgp default-Ipref command.

MED value for this aggregate route. ip bgp aggregate-address metric

6 Once you have finished configuring values for tiggregate route, enable it using the
ip bgp aggregate-address statusommand. For example:

-> ip bgp aggregate-address 172.22.2.0 255.255.255. 0 status enable
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Configuring Local Routes (Networks)

A local BGP network is used to indicate to BGP thaetwork should originate from a specified rouger
network must be known to the local BGP speakelsib must originate from the local BGP speaker.

Networks have some parameters that can be configaveh asocal-preference community, and
metric.

Adding the Network

To add a local network to a BGP speaker, use ttatiPess and mask of the local network in conjoncti
with theip bgp network command, as shown:

-> ip bgp network 172.20.2.0 255.255.255.0

In this example, network 172.20.2.0 with a masR%5.255.255.0 is the local network for this BGP
speaker.

To remove the same network from the speaker, ¢mesame command with the no keyword, as shown:
->no ip bgp network 172.20.2.0 255.255.255.0

The network would now no longer be associated @$oital network for this BGP speaker.

Enabling the Network

Once the network has been added to the speakausitbe enabled on the speaker. To do this, dredPt
address and mask of the local network in conjunctigh theip bgp network statuscommand, as
shown:

-> ip bgp network 172.20.2.0 255.255.255.0 status e nable
In this example, network 172.20.2.0 with a masR®5.255.255.0 has now been enabled.
To disable the same network, enter the following:

-> ip bgp network 172.20.2.0 255.255.255.0 status d isable

The network would now be disabled, though not reedovom the speaker.
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Configuring Network Parameters

Once a local network is added to a speaker, youwoafigure three parameters that are attachediteso
generated by thip bgp network command. These three attributes are the loca¢pete, the commu-
nity, and the route metric.

Local Preference

The local preference is a degree of preference @iven to a specific route when there are multiplées
to the same destination. The higher the numbeititeer the preference. For example, a route with a
local preference of 50 will be used before a rauité a local preference of 30.

To set the local preference for the local netwerker the IP address and mask of the local netork
conjunction with theép bgp network local-preferencecommand and value, as shown:

-> ip bgp network 172.20.2.0 255.255.255.0 local-pr eference 600

The local preference for routes generated by theark is now 600. The default value is 0 (no netivor
local preference is set).

Community

Communities are a way of grouping BGP destinatidrasses that share some common property. Adding
the local network to a specific community indicatieat the network shares a common set of properties
with the rest of the community.

To add a network to a community, enter the locélvoek IP address and mask in conjunction withighe
bgp network community command and name, as shown:

-> ip bgp network 172.20.2.0 255.255.255.0 communit y 100:200

Network 172.20.2.0, mask 255.255.255.0, is novh@100:200 community. The default community is no
community.

To remove the local network from the community eethe local network as above with the community
set to “none”, as shown;

-> ip bgp network 172.20.2.0 255.255.255.0 communit y none

The network is now no longer in any community.

Metric

A metric for a network is the Multi-Exit Discrimita (MED) value. This value is used when announcing
this network to internal peers; it indicates thethexit point from the AS, assuming there is mbantone.

A lower value indicates a more preferred exit pdiar example, a route with a MED of 10 is morelhk

to be used than a route with an MED of 100.

To set the network metric value, enter the netwBrkddress and mask in conjunction withifhegp
network metric command and value, as shown:

-> ip bgp network 172.20.2.0 255.255.255.0 metric 1 00

Network 172.20.2.0, mask 255.255.255.0, is nowtt a metric of 100. The default metric is 0.
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Viewing Network Settings

To view the network settings for all networks assig to the speaker, enter gteow ip bgp network
command, as shown:

-> show ip bgp network

A display similar to the following appears:

Network Mask Admin state Oper st ate
+ + + ---

155.132.40.0 255.255.255.0 disabled not_active

155.132.1.3 255.255.255.255 disabled not_act ive

To display a specific network, enter the same conthweith the network IP address and mask, as shown:
-> show ip bgp network 172.20.2.0 255.255.255.0

A display similar to the following appears:

Network address =172.20.2.0,
Network mask = 255.255.255.0,
Network admin state = disabled,
Network oper state = not_active,
Network metric =0,

Network local pref =0,

Network community string = 0:500 400:1 300:2
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Controlling Route Flapping Through
Route Dampening
Route dampening minimizes the effect of flappingtes in a BGP network. Route flapping occurs when

route information is updated erratically, such d&&ma route is announced and withdrawn at a rapéd r
Route flapping can cause problems in networks ottedeto the Internet, where route flapping will

involve the propagation of many routes. Route darmuesuppresses flapping routes and designates them

as unreachable until they flap at a lower rate.

You can configure route dampening to adapt to thguency and duration of a particular route that is
flapping. The more a route flaps during a periotirok, the longer it will be suppressed.

Each time a route flaps (i.e., withdrawn from tbatng table), its “instability metric” is increadéy 1.

Once a route’s instability metric reaches shppress value, it is suppressed and no longer advertised. The

instability metric may continue to increase evaerathe route is suppressed.

A route’s instability metric may be reduced. Itégluced once the route stops flapping for a giveriod
of time. This period of time is referred to as Haéf-life duration. If a suppressed route does not flap for a
given half-life duration, then its instability migtwill be cut in half. As long as the route cont@s to be
stable, its instability metric will be reduced uiittireaches theeuse value. Once below the reuse value, a
route will be re-advertised.

Example: Flapping Route Suppressed, then Unsuppressed

Consider, for example, a route that has startéidpo Once this route starts exhibiting erratic &abr,
BGP begins tracking the instability metric for ttoeite. This particular route flaps more than 36fes,
surpassing the cutoff value of 300. BGP stops dibinag the route; the route is now suppressed.robe
continues to flap and its instability metric reasii600.

Now the route stops flapping. In fact, it does fteyp for 5 minutes, which is also the half-life dtion
defined for BGP routes. The instability metricésluced to 800. The route remains stable for anéther
minutes and the instability metric is reduced t0.48fter another 5 minutes of stability, the rostaista-
bility metric is reduced to 200, which is also thefined reuse value. Since the instability meiicthe
route has dropped below the reuse value, BGP egjirbre-advertising it again.

The following chart illustrates what happens todlescribed route in the above scenario:

16004
Half-life duration exceeded.
T Instability metric halved.
Instability 800 N o
metric Instability metric cut in
600 half two more times.
400+
Route Suppressed
2004 Instability metric hits reuse
value. Route unsuppressec
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Enabling Route Dampening

Route dampening is disabled by default. Route dampgemust be enabled before it effects routes. To
enable route dampening on a BGP router, enteipthgp dampeningcommand, as shown:

-> ip bgp dampening

To disable route dampening, enter the following:

->no ip bgp dampening

Configuring Dampening Parameters

There are several factors in configuring route damipg. These factors work together to determirze if
route should be dampened, and for how long. Theegadll have defaults that are in place when dampen
ing is enabled. It is possible to change theseeglusing th& bgp dampeningcommand with vari-

ables. The variables for these parameters musttieeeel together, in one command, in order. This is
demonstrated in the following sections.

Setting the Reach Halflife. The reach halflifehe humber of seconds a route can be reached, withou
flapping, before the penalty number (of flaps)aduced by half. Se&etting the Reach Halflife” on
page 4-37or instructions on how this is done.

Setting the Reuse Value. The reuse value deternfiag®ute is advertised again. S&etting the
Reuse Value” on page 4-38r instructions on how this is done.

Setting the Suppress Value. The suppress vallhe isumber of route withdrawals required before the
route is suppressed. S&etting the Suppress Value” on page 4f88instructions on how this is
done.

Setting the Maximum Suppress Holdtime. The maxinhahdtime is the number of seconds a route
stays suppressed. S&etting the Maximum Suppress Holdtime” on page 4e88nstructions on how
this is done.

Setting the Reach Halflife

The reach halflife value is the number of secohds pass before a route is re-evaluated in termigf
ping. After the number of seconds set for halftites passed, and a route has not flapped, thestatdlap
count is reduced by half.

For example, if the reach halflife is set at 50€os®ls, and a reachable route with a flap coundofdes
not flap during this time, then its flap count ésluced to 150.

To change one variable to a number different ttedefault value, you must enter all of the vaeabl
with theip bgp dampeningcommand in the correct order.

For example, to set the reach halflife value to, ®0fier the halflife value and other variables wiitl
following command, as shown:

-> ip bgp dampening half-life 500 reuse 200 suppres s 300 max-suppress-time 1800

In this example, the other variables have beetodteir default values. The reach halflife is nest to
500. The default values for the reach halflife 9.3
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Setting the Reuse Value

The dampening reuse value is used to determineoiit® should be re-advertised. If the numberagdl
for a route falls below this number, then the rastee-advertised. For example, if the reuse vaiset at
150, and a route with 250 flaps exceeds the realfflifé it would be re-advertised as its flap numbe
would now be 125.

To change one variable to a number different ttedefault value, you must enter all of the vaahkith
theip bgp dampeningcommand in the correct order.

For example, to set the reuse value to 500, enéerduse value and other variables with the folhawi
command, as shown:

-> ip bgp dampening half-life 300 reuse 500 suppres s 300 max-suppress-time 1800

In this example, the other variables have beetosbeir default values. The reuse value is nowis&00.
The default value is 200.

Setting the Suppress Value

The dampening suppress value sets the number e$ tinmoute can flap before it is suppressed. A
suppressed route is not advertised. For examptiee i€utoff value is set at 200, and a route fRQpbE
times, it will be suppressed.

To change one variable to a number different ttedefault value, you must enter all of the vaahkith
theip bgp dampeningcommand in the correct order.

For example, to set the suppress value to 500 #r@esuppress value and other variables withdhevi-
ing command, as shown:

-> ip bgp dampening half-life 300 reuse 200 suppres s 500 max-suppress-time 1800

In this example, the other variables have beetodtieir default values. The suppress value is seto
500. The default value is 300.

Setting the Maximum Suppress Holdtime

The maximum suppress holdtime is the number ofre#sa route stays suppressed once it has crossed th
dampening cutoff flapping number. For examplehd mmaximum holdtime is set to 500, once a route is
suppressed the local BGP speaker would wait 508nsiscbefore advertising the route again.

To change one variable to a number different ttedefault value, you must enter all of the vaahkith
theip bgp dampeningcommand in the correct order.

For example, to set the maximum suppress holdtahgevto 500, enter the maximum suppress holdtime
value and other variables with the following comihass shown:

-> ip bgp dampening half-life 300 reuse 200 suppres s 300 max-suppress-time 500

In this example, the other variables have beetodtieir default values. The maximum suppress okt
is now set to 500 seconds. The default value i® X@@onds.
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Clearing the History

By clearing the dampening history, you are resgtsih of the dampening information on all of theites
back to zero, as if dampening had just been aetiv&oute flap counters are reset and any rouges th
were suppressed due to route flapping violatioesuasuppressed. Dampening information on the route
will start re-accumulating as soon as the commarahiered and the statistics are cleared.

To clear the dampening history, enter the followdegnmand:
-> ip bgp dampening clear
Displaying Dampening Settings and Statistics
To display the current settings for route dampenémger the following command:
-> show ip bgp dampening

A display similar to the following will appear:

Admin Status = disabled,
Half life value (seconds) = 300,
Reuse value (seconds) =200
Suppress time (seconds) =300,

Max suppress time (seconds) = 1800,

To display current route dampening statistics, rethite following command:
-> show ip bgp dampening-stats

A display similar to the following will appear:

Network Mask From Fla ps Duration FOM
+ + +--- I Fomeee
155.132.44.73 255.255.255.255 192.40.4.121 8 00h:00m:35s 175
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Setting Up Route Reflection

BGP requires that all speakers in an autonomousrsyise fully meshed (i.e., each speaker must have a
peer connection to every other speaker in the A$hat external routing information can be disttdzlito

all BGP speakers in an AS. However, fully meshedfigarations are difficult to scale in large netksr
For this reason, BGP supportaite reflection, a configuration in which one or more speakers—teou
reflectors—handle intra-AS communication amonB&IP speakers.

In a fully meshed BGP configuration, a BGP spedkat receives an external route must re-advetise t
route to all internal peers. In the illustratioridve, BGP speaker A receives a route from an extd8aP
speaker and advertises it to both Speakers B @ndt€autonomous system. Speakers B and C doenot r
advertise the route to each other so as to prevemiting information loop.

~
% Speaker C <

/
/
Route - \
== =
== |
External BGP \ Speaker A
Speaker \

N /
Speaker B/

ood

o

Fully Meshed BGP Peers

In the above example, Speakers B and C do notvertisk the external route they each received from
Speaker A. However, this fundamental routing raleelaxed for BGP speakers that are route reflector
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This same configuration using a route reflector ddaot require that all BGP speakers be fully méshe
One of the speakers is configured to be a routeatef for the group. In this case, the route éeis
Speaker C. When the route reflector (Speaker @jives route information from Speaker A it advegise
the information to Speaker B. This set up elimisdte peer connection between Speakers A and B.

—~ AS 100 ™
% g Route Reflector - N
/ AN
/ \
/ \
— = Route/ — \
STy T |
= /
External BGP \"  ClientA - /
Speaker \ /
AN /
AN . /
N Client B P
~ ~
~ - _ ~

—_ —_—

The internal peers of a route reflector are diviged two groups: client peers and non-client pe€he
route reflector sits between these two groups afidats routes between them. The route reflectr, i
clients, andnon-clients are all in the same autonomous system.

The route reflector and its clients fornclaster. The client peers do not need to be fully meslaed (
therefore take full advantage of route reflectidnjt the non-client peers must be fully meshed. The
following illustration shows a route reflector, @bents within a cluster, and its non-client sparak
outside the cluster.

T T
-~ Non-Client ™ __

~

AN
AN

Non-Client \

[C10Y !

// ol

External BGP
Speaker \

Client

Client

Route Reflector, Clients, and Non-Clients

Note that the non-client BGP speakers are fullylmadswith each other and that the client speakettsein
cluster do not communicate with the non-client &pes

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 4-41



Setting Up Route Reflection Configuring BGP

When a route reflector receives a route it, selidmdest path based on its policy decision caterhe
internal peers to which the route reflector adgesidepends on the source of the route. The taldesb
shows the rules the reflector follows when advergpath information:

Route Received From... Route Advertised To...
External BGP Router All Clients and Non-Clients
Non-Client Peer All Clients

Client Peer All Clients and Non-Clients

Configuring Route Reflection
1 Disable the BGP protocol by specifying:
-> ip bgp status disable
2 Specify this router as a route reflector, usingiphiegp client-to-client reflection command:
-> ip bgp client-to-client reflection

The route reflector will follow the standard rufes client route advertisement (i.e., routes fromliant
are sent to all clients and non-clients, excepsthece client).

3 Indicate the client peers for this route reflecteor all internal peers (same AS as the routet)atato
be clients specify thip bgp neighbor route-reflector-client command. For example, if you wanted the
peer at IP address 190.17.20.16 to become a ttighe local BGP route-reflector, then you woulésp
ify the following command:

-> ip bgp neighbor 190.17.20.16 route-reflector-cli ent

4 Repeat Step 3 for all internal peers that are tdlibats of the route reflector.

Redundant Route Reflectors

A single BGP speaker will usually act as the rafieéor a cluster of clients. In such a case, tlster is
identified by the router ID of the reflector. Itpessible to add redundancy to a cluster by corifigu
more than one route reflector, eliminating the nmpint of failure. Redundant route reflectors rues
identified by a 4-byte cluster ID, which is speediin theip bgp cluster-id command. All route reflectors
in the same cluster must be fully meshed and shuaNe the exact same client and non-client peers.

Note. Using many redundant reflectors is not recommergdeit places demands on the memory
required to store routes for all redundant refleitpeers.

To configure a redundant route reflector for tlister, use thg bgp cluster-id command. For example
to set up a redundant route reflector at 190.11680u would enter:

-> ip bgp cluster-id 190.17.21.16
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Working with Communities

Distribution of routing information in BGP is tytty based on IP address prefixes or on the vditieeo
AS_PATH attributes. To facilitate and simplify thentrol of routing information, destinations can be
grouped into communities and routing decisionstmaapplied based on these communities.

Communities are identified by using the numberiogwention of the AS and the community humber,
separated by a colon (for example, 200:500)

There are a few well known communities definedRFC 1997) that do not require the numbering
convention. Their community numbers are reservetithns can be identified by name only. These are
listed below:

* no-export. Routes in this community are advertised withie &8 but not beyond the local AS.
e no-advertise Routes in this community are not advertised tp @eer.
¢ no-export-subconfed Routes in this community are not advertised tpexternal BGP peer.

Communities are added to routes using the policyroands, as described‘iRouting Policies” on
page 4-45
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Creating a Confederation

A confederation is a grouping of ASs that togefloem a super AS. To BGP external peers, a confedera
tion appears as another AS even though the corftdiethas multiple ASs within it. Within a confeder
tion ASs can distinguish among one another andagwertise routes using EBGP.

1 Specify the confederation identifier for the loB&P router. This value is used to identify the eahf
eration affiliation of routes in advertisementsisialue is essentially an AS number. To assigordex-
eration number to the router use thdgp confederation identifier command. For example, to assign a
confederation value of 2, you would enter:

-> ip bgp confederation-identifier 2

2 Indicate whether a peer belongs to the confederatmfigured on this router using the
ip bgp confederation neighborcommand. For example to assign the peer at 120 11& to confedera-
tion 2, you would enter:

-> ip bgp confederation neighbor 190.17.20.16

3 Repeat Step 2 for all peers that need to be asbigrihe confederation.
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Routing Policies

BGP selects routes for subsequent advertisemeaplying policies available in a pre-configureddbc
Policy Information database. This support of pel@sed routing provides flexibility by applying pol
cies based on the path (i.e. AS path list), comtyuattributes (i.e. community lists), specific deations
(i.e. prefix lists), etc.

You could also configure route maps to includeothe above in a single policy.

For BGP to do policy-based routing, each BGP peedas to be tied to inbound and/or outbound policies

(direction based on whether routes are being leson@dvertised). Each one of the above policiesbea
assigned as an in-bound or out-bound policy foeexr p

First, you must create policies that match onénefdpecified criteria:
e AS Paths. An AS path list notes all of the ASsritngte travels to reach its destination.
e Community List. Communities can affect route bebatiased on the definition of the community.

e Prefix List. Prefix list policies filter routes beg on a specific network address, or a range efor&t
addresses.

¢ Route Map. Route map policies filter routes by ayaalating other policies into one policy.

Then you must assign these policies to a peerciEslcan be assigned to affect routes learned tihem
peer, routes being advertised to the peer, or both.

Creating a Policy

There are four different types of policies that bancreated using the CLI, as described above. Each
policy has several steps that must be implemermted Eomplete policy to be constructed. Minimathe
policy must be named, defined, and enabled.

The following sections describe the process oftorgahe four types of policies.

Creating an AS Path Policy

AS path policies must be assigned a name and éaregipression. Regular expressions are a set of
symbols and characters that represent an AS oopart AS path. Regular expressions are fully desdr
in “Regular Expressions” on page 4-13

To create an AS path policy:
1 Use theip bgp policy aspath-listcommand, with a regular expression and a nam&h@sn:
-> ip bgp policy aspath-list aspathfilter “*100 200 $

This AS path policy is calledspathfilter. The policy looks for routes with an AS path witie next hop
AS 100, and originating from AS 200. Regular expi@ss must be enclosed by quotes.
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2 Next, use thép bgp policy aspath-list actioncommand to set the policy action. The action pbkcy
is whether the route filtered by the policy is péted or denied. Denied routes are not propagayettido
BGP speaker, while permitted routes are. For exampl

-> ip bgp policy aspath-list aspathfilter “*100 200 $” action permit

The AS path policyaspathfilter now permits routes that match the regular exppessl00 200$. Regular
expressions must be enclosed by quotes.

3 Optionally, you can set the priority for routegdiled by the policy using thp bgp policy aspath-list
priority command. Priority for policies indicates whichipglshould be applied first to routes. Routes
with a high priority number are applied first. Tet she policy priority, enter the policy name wilte
priority number, as shown:

-> ip bgp policy aspath-list aspathfilter “*100 200 $” priority 10

The AS path policyaspathfilter now has a priority of 10. Regular expressions rhastnclosed by
quotes.

Creating a Community List Policy

Community list policies must be assigned a nameaacommunity number. Predetermined communities
are specified in RFC 1997.

To create a community policy:

1 Assign a name and community number to the poligyguheip bgp policy community-list
command, as shown:

-> ip bgp policy community-list commfilter 600:1
The policy name isommfilter and it looks for routes in the community 600:1.

2 Set the policy action using tle bgp policy community-list action command. The policy action
either permits or denies routes that match therfiPermitted routes are advertised, while deroetes
are not. For example:

-> ip bgp policy community-list commfilter 600:1 ac tion permit
The commfilter policy now permits routes in community 600:1 todukvertised.

3 Set the policy match type using tipebgp policy community-list match-type command. The match
type can be set to eithexactor occur. An exact match only affects routes that are gatethe specified
community, while an occur match indicates thatabemunity can be anywhere in the community list.
For example:

-> ip bgp policy community-list commfilter 600:1 ma tch-type exact
Policy commfilter now looks for routes that only belong to the comityu600:1.

4 Optionally, you can set the priority for routeddiled by the policy using thp bgp policy
community-list priority command. Priority for policies indicates whichipglshould be applied first to
routes. Routes with a high priority number are gapfirst. To set the policy priority, enter thelipy
name with the priority number, as shown:

-> ip bgp policy community-list commfilter 500:1 pr iority 3

Policy commfilter now has a priority of 3.

page 4-46 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Configuring BGP Routing Policies

Creating a Prefix List Policy

Prefix policies filter routes based on network &ddes and their masks. You can also set prefixr gk
lower limits to filter a range of network addresses

To create a prefix list policy:

1 Name the policy and specify the IP network addeesbmask using thip bgp policy prefix-list
command, as shown:

-> ip bgp policy prefix-list prefixfilter 12.0.0.0 255.0.0.0

Prefix policyprefixfilter now filters routes that match the network adddes8.0.0 with a mask of
255.0.0.0.

2 Set the policy action using tly bgp policy prefix-list action command. The policy action either
permits or denies routes that match the filterni®ed routes are advertised, while denied routeshat.
For example:

-> ip bgp policy prefix-list prefixfilter 12.0.0.0 255.0.0.0 action deny

Prefix policyprefixfilter now denies routes that match the network addr2€sQL0 with a mask of
255.0.0.0.

3 Optionally, you can set a lower prefix limit on taddresses specified in the policy usingithkegp
policy prefix-list ge command. For example:

-> ip bgp policy prefix-list prefixfilter 14.0.0.0 255.0.0.0 ge 16
Prefix policyprefixfilter now denies routes after 14.0.0.0/16.

4 Optionally, you can set an upper prefix limit oe tddresses specified in the policy usingiphegp
policy prefix-list le command. For example:

-> ip bgp policy prefix-list prefixfilter 14.0.0.0 255.0.0.0le 24

Prefix policyprefixfilter now denies routes between 14.0.0.0/16 and 14/24€.0

Creating a Route Map Policy

Route map policies let you amalgamate the othécybfpes together, as well as add various othieréi.
For example, you could have a route map policyitidtides both an AS path policy and a community

policy.
To create a route map policy:

1 Name the route map policy and assign it a sequemcder using thg bgp policy route-map
command. The sequence number allows for multigeaimces of a policy, and orders the route map poli-
cies so that a lower sequence number is applied Fior example:

-> ip bgp policy route-map mapfilter 1

Route map policynapfilter is now ready.
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2 Set the policy action using tle bgp policy route-map actioncommand. The policy action either
permits or denies routes that match the filterni?ed routes are advertised, while denied routeshat.
For example:

-> ip bgp policy route-map mapfilter 1 action deny
Prefix policymapfilter now denies routes that are filtered.

3 Add various conditions to the route map policyislpossible to add an AS path policy, a community
policy, a prefix policy, as well as indicate othariables such as local preference and weight falkeav-
ing table displays a list of the commands thatlawsed to construct a route map policy:

Route Map Options Command

Assigns an AS path matching list to thep bgp policy route-map aspath-list
route map.

Configures the AS path prepend action if bgp policy route-map asprepend
be taken when a match is found.

Configures the action to be taken on thig bgp policy route-map community
community attribute when a match is
found.

Assigns a community matching list to thig bgp policy route-map community-list
route map.

Configures the action to be taken for aip bgp policy route-map community-mode
community string when a match is found.

Configures the local preference value fgw bgp policy route-map Ipref
the route map.

Configures the action to be taken whenp bgp policy route-map Ipref-mode
setting local preference attribute for a
local matching route.

Configures a matching community primip bgp policy route-map match-community
tive for the route map.

Configures a matching mask primitive iip bgp policy route-map match-mask
the route map.

Configures a matching prefix primitive ifp bgp policy route-map match-prefix
the route map.

Configures an AS path matching regulap bgp policy route-map match-regexp
expression primitive in the route map.

Configures the Multi-Exit Discriminatorip bgp policy route-map med
(MED) value for a route map.

Configures the action to be taken whenp bgp policy route-map med-mode
setting the Multi-Exit Discriminator
(MED) attribute for a matching route.

Configures the action to be taken on thig bgp policy route-map origin
origin attribute when a match is found.

Assigns a prefix matching list to the routip bgp policy route-map prefix-list
map.
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Route Map Options Command

Configures a BGP weight value to be ip bgp policy route-map weight
assigned to inbound routes when a match
is found.

Configures the value to strip from the ip bgp policy route-map community-strip
community attribute of the routes

matched by this route map instance

(sequence number).

For example, to add AS path poliagpathfilter and community list policgommfilter to route map
policy mapfilter, enter the following:

-> ip bgp policy route-map mapfilter 1 aspath-list aspathfilter

-> ip bgp policy route-map mapfilter 1 community-Ii st commfilter

Note. Conditions added to a route map policy must hareadly been created using their respective policy
commands. If you attempt to add non-existent pedi¢o a route map policy, an error message isnedur
Each component of a route map policy must be added) a separate CLI command as shown above.
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Assigning a Policy to a Peer

Once policies have been created using the comndestsibed above, the policies can be applied to
routes learned from a specific peer, or route dthaments to a specific peer.

The following table shows the list of commands thlidw you to assign a policy to a peer:

BGP Attribute Command

Assigns an inbound AS path list filter tdp bgp neighbor in-aspathlist
a BGP peer.

Assigns an inbound community list filteip bgp neighbor in-communitylist
to a BGP peer.

Assigns an inbound prefix filter list to aip bgp neighbor in-prefixlist
BGP peer.

Assigns an outbound AS path filter list tgp bgp neighbor in-prefix6list
a BGP peer.

Assigns an outbound community filter ip bgp neighbor out-communitylist
list to a BGP peer.

Assigns an outbound prefix filter list to & bgp neighbor out-prefixlist
BGP peer.

Assigns an inbound or outbound policyip bgp neighbor route-map
map to a BGP peer.

Invokes an inbound or outbound policyip bgp neighbor clear soft
re-configuration for a BGP peer.

Policies that should affect routes learned froneeruse thin- prefix, and policies that affect routes
being advertised to a peer use ¢l prefix.

Assigning In and Out Bound AS Path Policies to a Peer

AS path policies filter routes based on matchesentad set AS list in the route. An AS list isst bbf all
the ASs the route crosses until its destinationfilfer routes learned from a peer by the AS kstier the
peer’s IP address with tlie bgp neighbor in-aspathlistcommand as shown:

-> ip bgp neighbor 172.22.2.0 in-aspathlist aspathf ilter
The AS path policyaspathfilter must be previously created using thédgp policy aspath-listcommand.

To attach the same policy on route advertisementiset peer, enter the peer IP address witlipthgp
neighbor in-prefix6list command, as shown:

-> ip bgp neighbor 172.22.2.0 out-aspathlist aspath filter
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Assigning In and Out Bound Community List Policies to a Peer

Community list policies filter routes based on n@g made to a list of communities of which the edat
a member. Communities group routes by attachinglsaio them specifying a behavior (suchnas
export).

To filter routes learned from a peer by the comrylist, enter the peer’s IP address with iindgp
neighbor in-communitylist command as shown:

-> ip bgp neighbor 172.22.2.0 in-communitylist comm listfilter

The community list policgommlistfilter must be previously created using ihdgp policy
community-list command.

To assign the same policy to route advertisemenrtiset peer, enter the peer IP address withpthep
neighbor out-communitylist command, as shown:

-> ip bgp neighbor 172.22.2.0 out-communitylist com mlistfilter

Assigning In and Out Bound Route Map Policies to a Peer
Route map policies filter routes combining routorgeria such as AS path, community, etc.

To filter routes learned from a peer by the routpnenter the peer’s IP address withithegp neighbor
route-map command as shown:

-> ip bgp neighbor 172.22.2.0 route-map mapfilter i n

The route map policynapfilter must be previously created using théogp policy prefix6-list
command.

To assign the same policy to route advertisementset peer, enter the peer IP address withpthep
neighbor route-map command, as shown:

-> ip bgp neighbor 172.22.2.0 route-map mapfilter o ut

Assigning In and Out Bound Prefix List Policies to a Peer

Prefix list policies filter routes based on a sfiegbuting network, using an IP address or a seofeP
addresses.

To filter routes learned from a peer by the préfk enter the peer’s IP address with iihdgp neighbor
in-prefixlist command as shown:

-> ip bgp neighbor 172.22.2.0 in-prefixlist prefixf ilter

The route map policprefixfilter must be previously created using thdogp policy prefix-list
command.

To assign the same policy to route advertisementset peer, enter the peer IP address with the
ip bgp neighbor out-prefixlist command, as shown:

-> ip bgp neighbor 172.22.2.0 in-prefixlist prefixf ilter
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Reconfiguring Peer Policies

You can configure policies and assign these pdalitdiea BGP peer, either to control in-bound rootes
out-bound routes advertisement. Additionally, ip&ssible to change or modify these peer policéer
they are assigned to a peer.

Once the policies have been modified, they haveetee-applied to the peer. To re-apply the polities
only the peer under consideration, you can uséntiheconfigure and the out-reconfigure commands.

To reconfigure a peer’s in policies, enter the jset address with thi bgp neighbor clear soft
command as shown:

-> ip bgp neighbor 172.22.2.0 clear soft in

To reconfigure a peer’s out policies, enter the peexddress with thip bgp neighbor clear soft
command, as shown:

-> ip bgp neighbor 172.22.2.0 clear soft out

Displaying Policies
The following commands are used to display theotaripolicies configured on a BGP router:

show ip bgp policy aspath-list Displays information on policies based on AS paiteda.

show ip bgp policy community- Displays information on policies based on commulhigtycriteria.
list

show ip bgp policy prefix-list  Displays information on policies based on routdipreriteria.
show ip bgp policy prefix6-list Displays information on currently configured roateps.

For more information about the output from thesessbhommands, see ti@mniSwitch AOS Release 6
CLI Reference Guide.
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Configuring Redistribution

It is possible to configure the BGP protocol to edige routes learned from other routing proto¢eider-
nal routes) into the BGP network. Such a processfigred to as route redistribution and is cornfégl
using thep redist command.

BGP redistribution uses route maps to control hgtgraal routes are learned and distributed. A route
map consists of one or more user-defined statentieatt€an determine which routes are allowed or
denied access to the BGP network. In addition germap may also contain statements that modifyerout
parameters before they are redistributed.

When a route map is created, it is given a namaetatify the group of statements that it represehiss
name is required by thp redist command. Therefore, configuring BGP route redigtidn involves the
following steps:

1 Create a route map, as describetldsing Route Maps” on page 4-53
2 Configure redistribution to apply a route map, asalibed if‘Configuring Route Map Redistribu-
tion” on page 4-57

Using Route Maps

A route map specifies the criteria that are usezbtdrol redistribution of routes between protoc&sch
criteria is defined by configuring route map sta¢ens. There are three different types of statements

e Action. An action statement configures the route map naeguence number, and whether or not
redistribution is permitted or denied based oneanap criteria.

e Match. A match statement specifies criteria that a rouistrmatch. When a match occurs, then the
action statement is applied to the route.

e Set.A set statement is used to modify route informratiefore the route is redistributed into the
receiving protocol. This statement is only applieall the criteria of the route map is met and the
action permits redistribution.

Theip route-map command is used to configure route map statenagmtprovides the followingction,
match, andsetparameters:

ip route-map action ... ip route-map match ... ip rote-map set ...
permit ip-address metric
deny ip-nexthop metric-type
ipv6-address tag
ipv6-nexthop community
tag local-preference
ipv4-interface level
ipv6-interface ip-nexthop
metric ipv6-nexthop
route-type

Refer to the “IP Commands” chapter in BeniSwitch AOS Release 6 CLI Reference Guide for more
information about the ip route-map command paramaeted usage guidelines.

Once a route map is created, it is then appliegiguieip redist command. Se&Configuring Route Map
Redistribution” on page 4-5fbr more information.
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Creating a Route Map

When a route map is created, it is given a named@® characters), a sequence number, and amactio
(permit or deny). Specifying a sequence numbepi®pal. If a value is not configured, then the roem
50 is used by default.

To create a route map, use theoute-map command with thaction parameter. For example,
-> ip route-map ospf-to-bgp sequence-number 10 acti on permit

The above command creates the ospf-to-bgp route asagns aequence numbenf 10 to the route
map, and specifiesggermit action.

To optionally filter routes before redistributiamse thap route-map command with anatch parameter
to configure match criteria for incoming routesr Egample,

-> ip route-map ospf-to-bgp sequence-number 10 matc htag 8

The above command configures a match statemettidarspf-to-bgp route map to filter routes based on
their tag value. When this route map is appliedy @SPF routes with a tag value of eight are redbist
uted into the BGP network. All other routes witHifferent tag value are dropped.

Note. Configuring match statements is not required. HaveiW a route map does not contain any match
statements and the route map is applied usingtredist command, the router redistributaé routes
into the network of the receiving protocol.

To modify route information before it is redistried, use th@ route-map command with @etparame-
ter. For example,

-> ip route-map ospf-to-bgp sequence-number 10 set tag 5

The above command configures a set statementdardpf-to-bgp route map that changes the route tag
value to five. Because this statement is part @fopf-to-bgp route map, it is only applied to esuthat
have an existing tag value equal to eight.

The following is a summary of the commands usethiénabove examples:

-> ip route-map ospf-to-bgp sequence-number 10 acti on permit
-> ip route-map ospf-to-bgp sequence-number 10 matc htag 8
-> ip route-map ospf-to-bgp sequence-number 10 set tag 5

To verify a route map configuration, use 8f®w ip route-mapcommand:

-> show ip route-map

Route Maps: configured: 1 max: 200

Route Map: ospf-to-bgp Sequence Number: 10 Action p ermit
match tag 8
settag 5
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Deleting a Route Map

Use theno form of theip route-map command to delete an entire route map, a routesegpence, or a
specific statement within a sequence.

To delete an entire route map, enterip route-map followed by the route map name. For example, the
following command deletes the entire route map rtaredistipv4:

-> no ip route-map redistipv4

To delete a specific sequence number within a romap, enteno ip route-map followed by the route
map name, thesequence-numbefollowed by the actual number. For example, the¥ang command
deletes sequence 10 from the redistipv4 route map:

-> no ip route-map redistipv4 sequence-number 10

Note that in the above example, the redistripv4eonap is not deleted. Only those statements agsdci
with sequence 10 are removed from the route map.

To delete a specific statement within a route neaperno ip route-map followed by the route map name,
thensequence-numbefollowed by the sequence number for the statentieet, eithematch or setand
the match or set parameter and value. For exairt@dollowing command deletes only the match tag 8
statement from route map redistipv4 sequence 10:

-> no ip route-map redistipv4 sequence-number 10 ma tch tag 8

Configuring Route Map Sequences

A route map may consist of one or more sequencstatdments. The sequence number determines which
statements belong to which sequence and the ardehich sequences for the same route map are
processed.

To add match and set statements to an existing raap sequence, specify the same route map name and
sequence number for each statement. For exampl&ltbwing series of commands creates route map
rm_1 and configures match and set statements éamth 1 sequence 10:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 8
-> ip route-map rm_1 sequence-number 10 set metric 1

To configure a new sequence of statements for etirex route map, specify the same route map name
but use a different sequence number. For exampdptlowing command creates a new sequence 20 for
the rm_1 route map:

-> ip route-map rm_1 sequence-number 20 action perm it
-> ip route-map rm_1 sequence-number 20 match ipv4- interface to-finance
-> ip route-map rm_1 sequence-number 20 set metric 5

The resulting route map appears as follows:

-> show ip route-map rm_1

Route Map: rm_1 Sequence Number: 10 Action permit
match tag 8
set metric 1

Route Map: rm_1 Sequence Number: 20 Action permit
match ip4 interface to-finance
set metric 5
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Sequence 10 and sequence 20 are both linked t® moay rm_1 and are processed in ascending order
according to their sequence number value. Notetligae is an implied logical OR between sequenkss.
aresult, if there is no match for the tag valuseguence 10, then the match interface statement in
sequence 20 is processed. However, if a route msittie tag 8 value, then sequence 20 is not ubed. T
set statement for whichever sequence was matclaaplged.

A route map sequence may contain multiple matdestants. If these statements are of the same kind
(e.g., match tag 5, match tag 8, etc.) then a ®@®R is implied between each like statement.éfratch
statements specify different types of matches,(engtch tag 5, match ip4 interface to-finance,) etben

a logical AND is implied between each statement.éx@ample, the following route map sequence will
redistribute a route if its tag is either 8 or 5:

-> ip route-map rm_1 sequence-number 10 action perm it
-> ip route-map rm_1 sequence-number 10 match tag 5
-> ip route-map rm_1 sequence-number 10 match tag 8

The following route map sequence will redistribateoute if the route has a tag of 8 aarfsl the route
was learned on the IPv4 interface to-finance:

-> ip route-map rm_1 sequence-number 10 action perm it

-> ip route-map rm_1 sequence-number 10 match tag 5

-> ip route-map rm_1 sequence-number 10 match tag 8

-> ip route-map rm_1 sequence-number 10 match ipv4- interface to-finance

Configuring Access Lists

An IP access list provides a convenient way toraddtiple IPv4 or IPv6 addresses to a route mapngJsi
an access list avoids having to enter a separate noap statement for each individual IP addressead,
a single statement is used that specifies the atistmame. The route map is then applied tohall t
addresses contained within the access list.

Configuring an IP access list involves two stepeating the access list and adding IP addresdée tist.
To create an IP access list, useifhaccess-listommand (IPv4) or thipv6 access-liscommand (IPv6)
and specify a name to associate with the list.example:

-> ip access-list ipaddr
-> ipv6 access-list ip6addr

To add addresses to an access list, usip thecess-list addres¢lPv4) or thepv6 access-list address
(IPv6) command. For example, the following commaadd addresses to an existing access list:

-> ip access-list ipaddr address 16.24.2.1/16
-> ipv6 access-list ip6addr address 2001::1/64

Use the same access list name each time the aboveands are used to add additional addresses to the
same access list. In addition, both commands peatid ability to configure if an address and/or its
matching subnet routes are permitted (the defaullenied redistribution. For example:

-> ip access-list ipaddr address 16.24.2.1/16 actio n deny redist-control all-
subnets

-> ipv6 access-list ip6addr address 2001::1/64 acti on permit redist-control no-
subnets

For more information about configuring accessdminmands, see the “IP Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
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Configuring Route Map Redistribution

Theip redist command is used to configure the redistributionoofes from a source protocol into the
BGP destination protocol. This command is usecherBGP router that will perform the redistribution.

A source protocol is a protocol from which the esiare learned. A destination protocol is the ate i
which the routes are redistributed. Make sure ltlo#tt protocols are loaded and enabled before aanfig
ing redistribution.

Redistribution applies criteria specified in a ®utap to routes received from the source protddwre-
fore, configuring redistribution requires an exigtiroute map. For example, the following command
configures the redistribution of OSPF routes it BGP network using the ospf-to-bgp route map:

-> ip redist ospf into bgp route-map ospf-to-bgp

OSPF routes received by the router interface aregsised based on the contents of the ospf-to-hde ro
map. Routes that match criteria specified in thige map are either allowed or denied redistrilpuiio
the BGP network. The route map may also specifyrthdification of route information before the route
is redistributed. Se&Jsing Route Maps” on page 4-38r more information.

To remove a route map redistribution configuratiase theno form of theip redist command. For exam-
ple:

-> no ip redist ospf into bgp route-map ospf-to-bgp
Use theshow ip redistcommand to verify the redistribution configuration

-> show ip redist

Source Destination
Protocol Protocol Status Route Map

+ + oo e
LOCAL4 RIP Enabled rip_1

LOCAL4 OSPF Enabled ospf 2

LOCAL4 BGP Enabled bgp_3

RIP OSPF Enabled ospf-to-bgp

Configuring the Administrative Status of the Route Map Redistribution

The administrative status of a route map redisti@iouconfiguration is enabled by default. To chatige
administrative status, use th@tus parameter with thg redist command. For example, the following
command disables the redistribution administrasiegus for the specified route map:

-> ip redist ospf into bgp route-map ospf-to-bgp st atus disable
The following command example enables the admatist status:

-> ip redist ospf into rip route-map ospf-to-bgp st atus enable
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Route Map Redistribution Example

The following example configures the redistribut@mmOSPF routes into a BGP network using a route

map (ospf-to-bgp) to filter specific routes:

-> ip route-map ospf-to-bgp sequence-number 10 acti
-> ip route-map ospf-to-bgp sequence-number 10 matc
-> ip route-map ospf-to-bgp sequence-number 10 matc

-> ip route-map ospf-to-bgp sequence-number 20 acti
-> ip route-map ospf-to-bgp sequence-number 20 matc
-> ip route-map ospf-to-bgp sequence-number 20 set

-> ip route-map ospf-to-bgp sequence-number 30 acti
-> ip route-map ospf-to-bgp sequence-number 30 set

-> ip redist ospf into bgp route-map ospf-to-bgp

on deny
htag 5
h route-type external type2

on permit
h ipv4-interface intf_ospf
metric 255

on permit
tag 8

The resulting ospf-to-bgp route map redistributonfiguration does the following:

¢ Denies the redistribution of Type 2 external BGRtes with a tag set to five.

¢ Redistributes into BGP all routes learned on tlie aspf interface and sets the metric for suchasut

to 255.

¢ Redistributes all other routes (those not procebgeskquence 10 or 20) and sets the tag for such

routes to eight.
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Configuring Redundant CMMs for Graceful Restart

On OmniSwitch devices in a redundant CMM configiomatduring a CMM takeover/failover, inter-
domain routing is disrupted. Alcatel-Lucent OpergtBystem BGP needs to retain forwarding informa-
tion, also help a peering router performing a B&#&art to support continuous forwarding for inter-
domain traffic flows by following the BGP gracefd@start mechanism.

By default, BGP graceful restart is enabled. Tofigume BGP graceful restart support on OmniSwitch
switches, use thi@ bgp graceful-restart command by enterinigp bgp graceful-restart.

For example, to support BGP graceful restart, enter

-> ip bgp graceful-restart

To configure the grace period (default is 90 sesdhar achieving a graceful BGP restart, useiphegp
graceful-restart restart-interval command, followed by the value in seconds.

For example, to configure a BGP graceful restatgmperiod as 300 seconds, enter:
-> ip bgp graceful-restart restart-interval 60

To disable support for graceful restart, usertbéorm of theip bgp graceful-restart command by enter-
ing:

-> no ip bgp graceful-restart

For more information about graceful restart comnsaséde the “BGP Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
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Application Example

The following simple network using EBGP and IBGRI wemonstrate some of the basic BGP setup
commands discussed previously:

BGP Speaker 4
40.0.0.2/24

BGP Speaker 5
50.0.0.2/24

IBGP
BGP Speaker 1 'WWWE BGP Speaker 2
10.0.0.1/24 AN 20.0.0.2/24 / 10.0.0.2/24
20.0.0.1/24 N ~30.0.0.2/24 / 30.0.0.1/24
S

In the above network, Speakers 1, 2, and 3 areop&§ 100 and are fully meshed. Speaker 4 is in AS
200 and Speaker 5 is in AS 300.

AS 100

BGP Speaker 1
Assign the speaker to AS 100:
-> ip bgp autonomous-system 100
Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):

-> ip bgp neighbor 20.0.0.2
-> ip bgp neighbor 20.0.0.2 remote-as 100
-> ip bgp neighbor 20.0.0.2 status enable

-> ip bgp neighbor 10.0.0.2
-> ip bgp neighbor 10.0.0.2 remote-as 100
-> ip bgp neighbor 10.0.0.2 status enable

Peer with the external speaker in AS 200 (for exteBGP):

-> ip bgp neighbor 40.0.0.2
-> ip bgp neighbor 40.0.0.2 remote-as 200
-> ip bgp neighbor 40.0.0.2 status enable
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Administratively enable BGP:

-> ip bgp status enable

BGP Speaker 2
Assign the speaker to AS 100:
-> ip bgp autonomous-system 100
Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):

-> ip bgp neighbor 30.0.0.2
-> ip bgp neighbor 30.0.0.2 remote-as 100
-> ip bgp neighbor 30.0.0.2 status enable

-> ip bgp neighbor 10.0.0.1
-> ip bgp neighbor 10.0.0.1 remote-as 100
-> ip bgp neighbor 10.0.0.1 status enable

Peer with the external speaker in AS 300 (for exteBGP):
-> ip bgp neighbor 50.0.0.2

-> ip bgp neighbor 50.0.0.2 remote-as 300
-> ip bgp neighbor 50.0.0.2 status enable

Administratively enable BGP:

-> ip bgp status enable

BGP Speaker 3

Assign the speaker to AS 100:
-> ip bgp autonomous-system 100

Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):
-> ip bgp neighbor 30.0.0.1

-> ip bgp neighbor 30.0.0.1 remote-as 100
-> ip bgp neighbor 30.0.0.1 status enable

-> ip bgp neighbor 20.0.0.1

-> ip bgp neighbor 20.0.0.1 remote-as 100
-> ip bgp neighbor 20.0.0.1 status enable

Administratively enable BGP:

-> ip bgp status enable

AS 200

BGP Speaker 4
Assign the speaker to AS 200:

-> ip bgp as 200
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Peer with the external speaker in AS 100 (for ex¢teBGP):

-> ip bgp neighbor 40.0.0.1
-> ip bgp neighbor 40.0.0.1 remote-as 100
-> ip bgp neighbor 40.0.0.1 status enable

Administratively enable BGP:

-> ip bgp status enable

AS 300

BGP Speaker 5
Assign the speaker to AS 300:

-> ip bgp autonomous-system 300

Peer with the external speaker in AS 100 (for ex¢teBGP):

-> ip bgp neighbor 50.0.0.1
-> ip bgp neighbor 50.0.0.1 remote-as 100
-> ip bgp neighbor 50.0.0.1 status enable

Administratively enable BGP:

-> ip bgp status enable
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Displaying BGP Settings and Statistics

Use the show commands listed in the following tabldisplay information about the current BGP cgnfi
uration and on BGP statistics:

show ip bgp Displays the current global settings for the Id®8&IP speaker.

show ip bgp statistics Displays BGP global statistics, such as the roatag

show ip bgp aggregate-addres®Displays aggregate configuration information.

show ip bgp dampening Displays the current route dampening configurasiettings.

show ip bgp dampening-stats Displays route flapping statistics.

show ip bgp network Displays information on the currently defined BG&works.

show ip bgp path Displays information, such as Next Hop and othePBiRtributes, for

every path in the BGP routing table.
show ip bgp neighbors Displays characteristics for BGP peers.

show ip bgp neighbors policy Displays current inbound and outbound policiesalbpeers in the
router.

show ip bgp neighbors timer  Displays current and configured values for BGP tensuch as the hold
time, route advertisement, and connection retry.

show ip bgp neighbors statisticDisplays statistics, such as number of messagessdmeceived, for
the peer.

show ip bgp policy aspath-list Displays information on policies based on AS paiteda.

show ip bgp policy community- Displays information on policies based on commulhigtycriteria.
list

show ip bgp policy prefix-list  Displays information on policies based on routdipreriteria.
show ip bgp policy route-map Displays information on currently configured roateps.
show ip redist Displays the route map redistribution configuration

show ip bgp routes Displays information on BGP routes known to theteouThis informa-
tion includes whether changes to the route areagrpss, whether it is
part of an aggregate route, and whether it is daexhe

For more information about the output from thekew commands, see ttgmniSwitch AOS Release 6
CLI Reference Guide.
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BGP for IPv6 Overview

IP version 6 (IPv6) is a new version of the In&trRrotocol, designed as the successor to IP vedsio
(IPv4), to overcome certain limitations in IPv4v@Padds significant extra features that were nssjie
with IPv4. These include automatic configuratiorhobts, extensive multicasting capabilities, anitt-i
security using authentication headers and encnypBailt-in support for QOS and path control argoal
features found in IPv6.

IPV6 is a hierarchical 128-bit addressing scheraedbnsists of 8 fields, comprising 16 bits each.IRv6
address is written as a hexadecimal value (0-Byonps of four, separated by colons. IPv6 provides
3x10738 addresses, which can help overcome theagjeoof IP addresses needed for internet usage.

There are three types of IPv6 addresses: Unicast;ast, and Multicast. A Unicast address identifies
single interface and a packet destined for a Uhmadress is delivered to the interface identifigdhat
address. An Anycast address identifies a set effextes and a packet destined for an Anycast agldres
delivered to the nearest interface identified at thnycast address. A Multicast address identdisst of
interfaces and a packet destined for a Multicadtess is delivered to all the interfaces identifigdhat
Multicast address. There are no broadcast addrestesgt.

BGP uses Multiprotocol Extensions to support IPM&e same procedures used for IPv4 prefixes can be
applied for IPv6 prefixes as well and the exchaoig®v4 prefixes will not be affected by this new
feature. However, there are some attributes tleaspecific to IPv4, such as AGGREGATOR,
NEXT_HOP and NLRI. Multiprotocol Extensions for B@Gso supports backward compatibility for the
routers that do not support this feature. The Omvitth implementation supports Multiprotocol BGP as
defined in the following RFCs: 4271, 2439, 33928231997, 4456, 3065, 4273, 4760, and 2545.

Note. Multiprotocol extensions for BGP-4 is supportedhaitinimal or limited capability on OmniSwitch
6850E and 9000E Series switches.

To enable this implementation of BGP to supportirgufor multiple Network Layer protocols (e.g. vi&,
etc.), the following capabilities are added:

e Associating a particular Network Layer protocoliwihe next hop information.
e Associating a particular Network Layer protocolmiNLRI.

To support Multiprotocol BGP Extensions, two new+itansitive attributes are introduced, Multiproto-
col Reachable NLRI (MP_REACH_NLRI) and Multiprotddénreachable NLRI
(MP_UNREACH_NLRI). MP_REACH_NLRI is utilized to carthe set of reachable destinations along
with the next hop information to be used for thdsstinations. The MP_UNREACH_NLRI attribute
carries the set of unreachable destinations.

Multiprotocol BGP extensions support the advertisetrof IPv6 prefixes over the BGP sessions estab-
lished between two BGP speakers using either af lRe4 or IPv6 addresses. IPv6 prefixes can besred
tributed into BGP using route maps. Similar to IPedworks, IPv6 networks should also be injected in

BGP for a BGP speaker to advertise the networtstpeers. A BGP speaker can support up to approxi-
mately 5000 IPv6 prefixes.

Some features that are not supported in the curedgdse of Multiprotocol BGP include:
¢ Route-Reflection capability.
e AS-Confederations capability.

¢ |Pv6 route-flap dampening.
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e |Pv6 route aggregation.

¢ Policy-based route processing for IPv6 prefixes peets.

e Routemap, prefix-list, community-list, and aspast-policies.

e Graceful Restart capability for IPv6 prefixes.

e EBGP Multihop.

e Other multiprotocol capabilities for VPNs, MPLS &lexchanges, etc.
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Quick Steps for Using BGP for IPv6

The following steps create an IPv4 BGP peer capafbdxchanging IPv6 prefixes:

1 The BGP software is not loaded automatically whenrouter is booted. You must manually load the
software into memory by typing the following comrdan

-> ip load bgp

2 Assign an Autonomous System (AS) number to thel IB&GP speaker in this router. By default the AS
number is 1, but you may want to change this nurtdoét your network requirements. For example:

-> ip bgp autonomous-system 100
3 To enable unicast IPv6 updates for the BGP roytiogess, use the following command:
-> ipv6 bgp unicast

4 Create an IPv4 BGP peer entry. The local BGP spesiiauld be able to reach this peer. The IPv4
address you assign the peer should be valid. Fonple:

-> ip bgp neighbor 23.23.23.23

5 Assign an AS number to the IPv4 BGP peer you jresited. All peers require an AS number. The AS
number does not have to be the same as the AS mdiontibe local BGP speaker. For example:

-> ip bgp neighbor 23.23.23.23 remote-as 200

6 By default, the exchange of IPv4 unicast prefixesriabled. To enable the exchange of IPv6 unicast
prefixes between IPv4 BGP peers, use the followmmgmand:

-> ip bgp neighbor 23.23.23.23 activate-ipv6

7 Configure the IPv6 next hop address for the IP\@ixes advertised to the IPv4 BGP peer using the
following command:

-> ip bgp neighbor 23.23.23.23 ipv6-nexthop 2001:10 0:3:4::1

Note. Optional. To reset the IPv6 next hop value, use an all-zddvess. For example:
-> ip bgp neighbor 23.23.23.23 ipv6-nexthop::

For more information, refer to th@mni Switch AOS Release 6 CLI Reference Guide.

8 By default, an IPv4 BGP peer is not active on teevork until you enable it. Use the following
command to enable the IPv4 peer created in Step 4:

-> ip bgp neighbor 23.23.23.23 status enable
9 Administratively enable BGP using the following corand:

-> ip bgp status enable
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The following steps create an IPv6 BGP peer capafbdxchanging IPv6 prefixes:

1 Repeat steps 1 through 3 from the previous settitwad the BGP software, assign an AS number to
the local BGP speaker, and enable unicast IPv6tapdar the BGP routing process, respectively.

2 Create an IPv6 BGP peer entry. The local BGP spesiiauld be able to reach this peer. The IPv6
address you assign the peer should be valid. Fonple:

-> ipv6 bgp neighbor 2001:100:3:4::1

3 Assign an AS number to the IPv6 BGP peer you jrestited. All peers require an AS number. The AS
number does not have to be the same as the AS mdiontibe local BGP speaker. For example:

-> ipv6 bgp neighbor 2001:100:3:4::1 remote-as 10
4 To enable the exchange of IPv6 unicast prefixeswden IPv6 BGP peers, use the following command:
-> ipv6 bgp neighbor 2001:100:3:4::1 activate-ipv6

5 By default, an IPv6 BGP peer is not active on teework until you enable it. Use the following
command to enable the IPv6 peer created in Step 2:

-> ipv6 bgp neighbor 2001:100:3:4::1 status enable
6 Administratively enable BGP using the following corand:

-> ip bgp status enable

Note. In homogeneous IPv6 networks (i.e., in the absehtiev4 interface configuration), the router's
router ID and the primary address must be explicitinfigured prior to configuring the BGP protocol.
This is because the router ID is a unique 32-lahfdier and the primary address is a unique IRldress
that identifies the router. BGP uses the primajress in the AGGREGATOR attribute.
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Configuring BGP for IPv6

This section describes the BGP for IPv6 configorgtivhich includes enabling and disabling IPvé BGP
unicast, configuring IPv6 BGP peers, and configyitifivé BGP networks using Alcatel-Lucent’s
Command Line Interface (CLI) commands.

Enabling/Disabling IPv6 BGP Unicast

By default, BGP peers exchange only IPv4 unicadtess prefixes. To exchange other address prefix
types, such as IPv6 prefixes, you need to enabig llRicast advertisements

To enable IPv6 unicast updates, useiphé bgp unicastcommand, as shown:
-> ipv6 bgp unicast

In a homogenous IPv6 network, you need to firstldlis the IPv4 unicast updates, and then enable the
IPv6 unicast updates.

To disable IPv4 unicast updates, usertbdéorm of theipv6 bgp unicastcommand, as shown:
->no ip bgp unicast
Now, you can enable IPv6 unicast updates.

However, in IPv6 environments where the BGP speshave established peering using their IPv4
addresses, IPv4 unicasting may not be disabled.

Configuring an IPv6 BGP Peer

A router configured to run the BGP routing protoisotalled a BGP speaker. Unlike some other routing
protocols, BGP speakers do not automatically disceach other and begin exchanging information.
Instead, each BGP speaker must be explicitly candig with a set of BGP neighbors to exchange rgutin
information. BGP is connection-oriented and use® T€establish a reliable connection. An underlying
connection between two BGP speakers is establiséfede any routing information is exchanged.

BGP supports two types of peers or neighbors,naleand external. Internal sessions run between BGP
speakers in the same autonomous system. Extessbges run between BGP peers in different autono-
mous systems.

Every BGP speaker should be assigned to an AS. R 8teaker can be configured as a peer within the
same or different AS.

You can configure BGP speakers to exchange IPVixpseusing either their IPv4 or IPv6 addresses. By
default, BGP speakers exchange only IPv4 unicagiead prefixes. To exchange other address prefix
types, such as IPv6 prefixes, BGP speakers musttbated to advertise IPv6 BGP prefixes.

BGP peering can be established using either IPVRB\@ addresses. However, in the absence of IPv4
interface configuration, it is mandatory to exgliciconfigure the router's router ID and assigmajue
IPv4 address as the router's primary address.

Note. In this document, the BGP terms “peer” and “neighilaoe used interchangeably to mean any BGP
entity known to the local router.
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BGP Peer Behavior using Local IPv6 Unicast Addresses

¢ The local IPv6 address prefixes are exchanged leetieernal BGP (IBGP) speakers within the same
Autonomous System (AS), unless denied by expligiicy configuration.

e By default, Exterior BGP (EBGP) peers between diifeé AS ignore receipt of and do not advertise
prefixes with the well-known FCOO::/7 prefix. Pveds longer than FC00::/7 can be configured for
inter-site communication.

¢ There may be specific /48 or longer routes crededne or more Local IPv6 prefixes. In such a case
explicit BGP configuration of peer policies mustdmnfigured to control learning/advertising of such
prefixes.

Configuring an IPv4 BGP Peer to Exchange IPvé6 Prefixes

A BGP peer that is identified by its IPv4 addreas be used to exchange IPv6 prefixes. Howeverpto d
this both the peers should be enabled with IPv6 BGiPast and should have interfaces that suppuef IP
addresses. To configure an IPv4 BGP peer to exehdihg prefixes, follow the steps mentioned below:

1 Create an IPv4 BGP peer with which the BGP spealkestablish peering using its IPv4 address
with theip bgp neighbor command, as shown:

-> ip bgp neighbor 190.17.20.16

2 Assign an AS number to the IPv4 peer usingphegp neighbor remote-ascommand. For example,
to assign the peer created in Step 1 to AS numb@rydu would enter:

-> ip bgp neighbor 190.17.20.16 remote-as 200

3 Enable IPv6 unicast capability for the IPv4 BGPrpesing thep bgp neighbor activate-ipv6
command, as shown:

-> ip bgp neighbor 190.17.20.16 activate-ipv6

4 Set the IPv6 next hop address for IPv6 prefixeedibed to the IPv4 BGP peer using the
ip bgp neighbor ipv6-nexthopcommand, as shown:

-> ip bgp neighbor 190.17.20.16 ipv6-nexthop 2001:: 1

5 Enable the BGP peer status usingifthbgp neighbor statuscommand. For example, to enable the
status of the IPv4 BGP peer with an IPv4 addred96f17.20.16, you would enter:

-> ip bgp neighbor 190.17.20.16 status enable

Configuring an IPv6 BGP Peer to Exchange IPvé6 Prefixes

To configure an IPv6 BGP peer to exchange IPvGxmsf follow the steps mentioned below:

1 Create an IPv6 BGP peer with which the BGP spealkestablish peering using its IPv6 address
with theipv6 bgp neighborcommand, as shown:

-> ipv6 bgp neighbor 2001::1

2 Assign an AS number to the IPv6 peer usingiplé bgp neighbor remote-ascommand. For exam-
ple, to assign the peer created in Step 1 to ASyeurh0, you would enter:

-> ipv6 bgp neighbor 2001::1 remote-as 10

3 Enable IPv6 unicast capability for the IPv6 BGPrpesing thepv6é bgp neighbor clear soft
command, as shown:
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-> ipv6 bgp neighbor 2001::1 activate-ipv6

4 Enable the BGP peer status usingihw bgp neighbor statuscommand. For example, to enable the
status of the IPv6 BGP peer with an IPv6 addregoaif:1 , you would enter:

-> ipv6 bgp neighbor 2001::1 status enable

Configuring an IPv6 BGP Peer Using Link-Local IPv6 Addresses to Exchange
IPv6 Prefixes

To configure an IPv6 BGP peer using its link-lokfa6 address to exchange IPv6 prefixes, follow the
steps mentioned below:

1 Create an IPv6 BGP peer with which the BGP spealkestablish peering using its link-local IPv6
address with thaav6 bgp neighborcommand, as shown:

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0

2 Assign an AS number to the IPv6 peer usingiphé bgp neighbor remote-ascommand. For exam-
ple, to assign the peer created in Step 1 to ASeur20, you would enter:

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0 remot e-as 20

3 Configure the local IPv6 interface from which th&B peer will be reachable using the
ipv6 bgp neighbor update-sourcecommand. For example, to configure Vlan2 as tivé liBterface name
from which the BGP peer is connected, you wouleéent

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0 updat e-source Vlan2
4 Enable IPv6 unicast capability to the IPv6 BGP pesing thepv6 bgp neighborcommand, as
shown:

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0 activ ate-ipv6

5 Enable the BGP peer status usingiphw® bgp neighbor statuscommand. For example, to enable the
status of the BGP peer with a link-local IPv6 addref fe80::2d0:95ff:fee2:6ed0, you would enter,

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0 statu s enable

Configuring an IPv6 BGP Peer Using Globally Unique IPv6 Unicast Addresses

To configure an IPv6 BGP Unique IPv6 Unicast Addessfollow the steps mentioned below:

1 Create a prefix list for the well-known Unique IPM@icast address using theebgp policy prefix6-
list as shown:

-> ip bgp policy prefix6-list unigLocal FC00::/48
-> ip bgp policy prefix6-list unigLocal FC00::/48 a ction permit
-> ip bgp policy prefix6-list unigLocal FC00::/48 s tatus enable

2 Create an IPv6 BGP peer with which the BGP speakkestablish peering using thipv6 bgp neigh-
bor command, as shown:

-> ipv6 bgp neighbor 2021::10

3 Assign an AS number to the IPv6 peer usingipké bgp neighbor remote-ascommand. For exam-
ple, to assign the peer created in Step 2 to ASyeur20, you would enter:

-> ipv6 bgp neighbor 2021::10 remote-as 20
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4 Enable IPv6 unicast capability to the IPv6 BGP pesng thepv6 bgp neighborcommand, as
shown:

-> ipv6 bgp neighbor 2021::10 activate-ipv6

5 Apply the policy to the bgp neighbor using the6 bgp neighbor in-prefix6list andipvé bgp neigh-
bor out-prefix6list commands as shown:

-> ipv6 bgp neighbor 2021::10 out-prefix6list unigL ocal
-> ipv6 bgp neighbor 2021::10 in-prefix6list unigLo cal
6 Enable the BGP peer status usingiphe bgp neighbor statuscommand:

-> ipv6 bgp neighbor 2021::10 status enable

Configuring an IPv6 BGP peer to Exchange IPv4 Prefixes

A BGP peer that is identified by its IPv6 addreas be used to exchange IPv4 prefixes. Howevemto d
this, both peers should be enabled with IPv4 BGPash and should have interfaces that support IPv4
addresses. To configure an IPv6 BGP peer to exehdhgl prefixes, follow the steps mentioned below:

1 Create an IPv6 BGP peer with which the BGP spealkestablish peering using its IPv6 address
with theipv6 bgp neighborcommand, as shown:

-> ipv6 bgp neighbor 2001::1

2 Assign an AS number to the IPv6 peer usingipivé bgp neighbor remote-ascommand. For exam-
ple, to assign the peer created in Step 1 to ASyeurh0, you would enter:

-> ipv6 bgp neighbor 2001::1 remote-as 10

3 Set the IPv4 next hop address for IPv4 prefixeeehed to the IPv6 BGP peer using the
ipv6 bgp neighbor ipv4-nexthopcommand, as shown:

-> ipv6 bgp neighbor 2001::1 ipv4-nexthop 190.17.20 1
4 Enable the BGP peer status usingifhe bgp neighbor statuscommand, as shown:

-> ipv6 bgp neighbor 2001::1 status enable

Changing the Local Router Address for an IPv6 Peer Session

By default, TCP connections to an IPv6 peer's atdaee assigned to the closest interface baseshoh-+
ability. Any operational local IPv6 interface caé &ssigned to the IPv6 BGP peering session by@xpli
itly forcing the TCP connection to use the spedifigerface.

Theipv6 bgp neighbor update-sourcecommand sets the local IPv6 interface addressamierthrough
which this BGP peer can be contacted.

For example, to configure a peer with an IPv6 asleld2004::1  to be contacted via the IPv6 interface
ipveIntfVlan2, use thépv6 bgp neighbor update-sourceeommand, as shown:

-> ipv6 bgp neighbor 2004::1 update-source ipv6IntfVlan2

Use theno form of theipv6 bgp neighbor update-sourceeommand to prevent the peer with an IPv6
address of 2004::1 from contacting the speakethddPv6 interface ipv6IntfVlan2, as shown:

-> no ipv6 bgp neighbor 2004::1 update-source ipv6l ntfVian2
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Note. Alternatively, you can configure a peer with a liokal address of fe80::2d0:95ff:fee2:6ed0, using
theipv6 bgp neighbor update-sourcecommand, as shown below:

-> ipv6 bgp neighbor fe80::2d0:95ff:fee2:6ed0 updat e-source ipv6IntfVlan2

This command will establish a BGP peering sessiastablish neighborship.

Optional IPv6 BGP Peer Parameters

Default Value/

Peer Parameter Command
Comments

The interval, in seconds, between BGP retrigpv6 bgp neighbor conn-retry- 120 seconds
to set up a connection via the transport protoaaierval
with another peer.

Enables or disables BGP speaker to send a ipv6 bgp neighbor default-origi- Disabled

default route to its peer. nate
Configures the KEEPALIVE message intervapvé bgp neighbor timers 30 seconds
and hold time interval (in seconds) with regards (keepalive)
to the specified BGP peer.
90 seconds
(holdtime)

Configures the maximum number of prefixesipvé bgp neighbor maximum- 5000
or paths the local router can receive from a prefix
BGP peer in UPDATE messages.

Configures the local IPv6 interface from whicipv6 bgp neighbor update- Not set until con-
a BGP peer will be connected. source figured

Configures router to advertise its peering  ipv6 bgp neighbor next-hop-self Disabled
address as the next hop address for the speci-
fied neighbor.

Configuring IPv6 BGP Networks

A local IPv6 BGP network is used to indicate to BtBRt a network should originate from a specified
router. A network must be known to the local BGBaer and must also originate from the local BGP
speaker.

Networks have certain parameters that can be amefiy such akcal-preference community, metric,
etc. Note that the network specified must be kntwitme router, whether it is connected, statiajyoram-
ically learned. This is not the case for an agge=ga

Adding a Network

To add a local network to a BGP speaker, use thé #éldress and mask of the local network in conjunc
tion with theipv6 bgp network command, as shown:

-> ipv6 bgp network 2001::1/64

In this example, the network 2001::1/64 is the IdPa6 network for this BGP speaker.
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To remove the same network from the BGP speakerthesno form of theipv6 bgp network command,
as shown:

->no ipv6 bgp network 2001::1/64

The network will now no longer be associated addhal network for the BGP speaker.

Enabling a Network

Once the network has been added to the speakeusitbe enabled on the speaker. To do this, dmger t
IPv6 address and mask of the local network in aactjon with theipvé bgp network statuscommand,
as shown:

-> ipv6 bgp network 2001::1/64 status enable

In this example, the IPwBetwork 2001::1/64 has now been enabled.

To disable the same network, enterifhe bgp network statuscommand, as shown:
-> ipv6 bgp network 2001::1/64 status disable

The network would now be disabled, though not reedovom the speaker.

Configuring Network Parameters

Once a localPv6 network is added to a speaker, you can configueethparameters that are attached to
routes generated by tlifg/6 bgp network command. These three attributes are the lpekrence,
community, and routenetric.

Local Preference

Local preference is an attribute that specifiestibgree of preference to be given to a specifiterathen
there are multiple routes to the same destinalibis attribute is propagated throughout the autamgn
system and is represented by a numeric value. ifehthe number, the higher the preference. For
example, a route with two exits, one with a loaafprence of 50 and another with a local preferétre
will use the path which has the local preferencgof

To set the local preference for the local netwerker the IPv6 address and mask of the local né&timor
conjunction with thepvé bgp network local-preferencecommand and value, as shown:

-> ipv6 bgp network 2001::1/64 local-preference 600

The local preference for routes generated by theark is now 600. The default value is 0 (no netivor
local preference is set).

Community

Communities are a way of grouping BGP destinatidfresses that share some common property. Adding
the local network to a specific community indicatieat the network shares a common set of properties
with the rest of the community.

To add a network to a community, enter the localvoek IPv6 address and mask in conjunction with the
ipv6 bgp network community command and name, as shown:

-> ipv6 bgp network 2001::1/64 community 100:200

Network2001::1/64 is now in the 100:200 community. The default comityuis no community.
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To remove the local network from the community eethe local network as above with the community
set to “none”, as shown;

-> ipv6 bgp network 2001::1/64 community none

The network is now no longer in any community.

Metric

A metric for anlPv6 network is the Multi-Exit Discriminator (MEDJalue. This value is sent from rout-
ers of one AS to another to indicate the pathttiaremote AS can use to send data to the local AS
assuming there is more than one. A lower valuecatds a more preferred exit point. For exampleuger
with a MED of 10 is more likely to be used tharoate with an MED of 100.

To set the network metric value, enter the netwBK6 address and mask in conjunction withifhe
bgp network metric command and value, as shown:

-> ipv6 bgp network 2001::1/64 metric 100

ThelPv6 network2001::1/64 is now set with a metric of 100. The default netsi0.

Viewing Network Settings

To view the network settings for all IPv6 netwodssigned to the speaker, enterghew ipv6 bgp
network command, as shown:

-> show ipv6 bgp network
A display similar to the following appears:
Network Admin state Oper state

+ +
2525:500:600::/64 enabled active

To display a specifitPv6 network, enter the same command with the netwovk Bidress and mask, as
shown:

-> show ipv6 bgp network 2525:500:600::/64.

A display similar to the following appears:

Network address = 2525:500:600::/64,
Network admin state = enabled,

Network oper state = active,

Network metric =0,

Network local preference = 0,
Network community string = <none>
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Configuring IPv6 Redistribution

It is possible to learn and advertise IPv6 routtsvben different routing protocols. Such a proéess
referred to as route redistribution and is confeglusing thépv6é redist command.

IPv6 redistribution uses route maps to control how ewkroutes are learned and distributed. A route
map consists of one or more user-defined statentieatt€an determine which routes are allowed or
denied access to the network. In addition, a rowdp may also contain statements that modify route
parameters before they are redistributed.

When a route map is created, it is given a namaetatify the group of statements that it represenhiss
name is required by thpv6 redist command. Therefore, configuring IPvé BGP routestitiution
involves the following steps:

1 Create a route map, as describetlising Route Maps for IPv6 Redistribution” on pag&%

2 ConfigurelPv6 redistribution to apply a route map, as descrilmg@onfiguring IPv6 Route Map
Redistribution” on page 4-75

Using Route Maps for IPv6 Redistribution

A route map specifies the criteria that are usetbtdrol redistribution of routes between protoc&lsute
maps that are used for redistributing both IPv4 l&wb routes are created in the same way. Refer to
“Using Route Maps” on page 4-38r more information.

Configuring IPv6 Route Map Redistribution

Once a route map is created, it is then applienigusieipv6 redist command. Thév6 redist command
is used to configure the redistribution of routesf a source protocol into the IPv6 BGP destination
protocol. This command is used on the IPv6 BGPenoiliat will perform the redistribution.

A source protocol is a protocol from which the emiaire learned. A destination protocol is the ote i
which the routes are redistributed. Make sure bbét protocols are loaded and enabled before canfig
ing redistribution.

Redistribution applies criteria specified in a ®utap to routes received from the source protddwre-
fore, configuring redistribution requires an exigtiroute map. For example, the following command
configures the redistribution of OSPFv3 routes ihi® IPv6 BGP network using the ospf-to-bgp route
map:

-> ipv6 redist ospf into bgp route-map ospf-to-bgp

OSPFv3 routes received by the router interfacepayeessed based on the contents of the ospf-to-bgp
route map. Routes that match criteria specifietthi;route map are either allowed or denied radistr
tion into the IPv6 BGP network. The route map misp apecify the modification of route information
before the route is redistributed. Seksing Route Maps” on page 4-%8r more information.

To remove a route map redistribution configuratiase theno form of theipv6 redist command. For
example:

-> no ipv6 redist ospf into bgp route-map ospf-to-b ap
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Use theshow ipv6 redistcommand to verify the redistribution configuration
-> show ipv6 redist

Source Destination
Protocol Protocol Status Route Map
+ + Fommemeee e
locallPv6 BGP Enabled ipv6rm
OSPFv3 RIPng Enabled ospf-to-rip

Configuring the Administrative Status of the Route Map Redistribution

The administrative status of a route map redisti@iouconfiguration is enabled by default. To chatige
administrative status, use th@tus parameter with thgv6é redist command. For example, the following
command disables the redistribution administrastegus for the specified route map:

-> ipv6 redist ospf into bgp route-map ospf-to-bgp status disable
The following command example enables the admatist status:

-> ipv6 redist ospf into bgp route-map ospf-to-bgp status enable

Route Map Redistribution Example

The following example configures the redistributmmOSPFv3 routes into an IPv6 BGP network using a
route map (ospf-to-bgp) to filter specific routes:

-> ip route-map ospf-to-bgp sequence-number 10 acti on deny

-> ip route-map ospf-to-bgp sequence-number 10 matc htag 5

-> ip route-map ospf-to-bgp sequence-number 10 matc h route-type external type2
-> ip route-map ospf-to-bgp sequence-number 20 acti on permit

-> ip route-map ospf-to-bgp sequence-number 20 matc h ipv6-interface intf_ospf
-> ip route-map ospf-to-bgp sequence-number 20 set metric 255

-> ip route-map ospf-to-bgp sequence-number 30 acti on permit

-> ip route-map ospf-to-bgp sequence-number 30 set tag 8

-> ipv6 redist ospf into bgp route-map ospf-to-bgp
The resulting ospf-to-bgp route map redistributonfiguration does the following:
¢ Denies the redistribution of Type 2 external OSPFuges with a tag set to five.

¢ Redistributes into IPv6 BGP all routes learnedtanintf _ospf interface and sets the metric for such
routes to 255.

¢ Redistributes into IPv6 BGP all other routes (thogeprocessed by sequence 10 or 20) and sets the
tag for such routes to eight.
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IPv6 BGP Application Example

The following simple network using EBGP and IBGRI wemonstrate some of the basic BGP setup

commands discussed previously:

AS 200
20.0.0.1/24

BGP Speaker 4
2001:ABCD:B02:1::

BGP Speaker 5
30.0.0.1/24

IBGP

BGP Speaker 3

BGP Speaker 1

BGP Speaker 2

10.0.0.1/24

20.0.0.2/24
2001:DB8:C17:1::1/64
2001:DB8:C18:1::1/64
2001:ABCD:B02:1::2/64

2001:DB8:C18:1::2/64

2001:DB8:C19:1::2/64 10.0.0.2/24
e 30.0.0.2/24

/ 2001:DB8:C17:1::2/64

Ve 2001:DB8:C19:1::1/64

In the above network, Speakers 1, 2, and 3 areop&§ 100 and are fully meshed. Speaker 4 is in AS
200. Speaker 3 is part of a homogenous IPv6 netdonkain (i.e. pure IPv6 network), internal to A10

Speaker 5 in AS 300 is not aware

AS 100

BGP Speaker 1

Assign the speaker to AS 100:
-> ip bgp autonomous-system 100

Enable IPv6 BGP unicast:

-> ipv6 bgp unicast

of IPv6 capakditi

Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):

-> ip interface Link_To_Speaker2 vlan 2

-> ip interface Link_To_Speaker2 address 10.0.0.1/2 4

-> ipv6 interface Link_To_Speaker2 vlan 2

-> ipv6 address 2001:DB8:C17:1::1/64 Link_To_Speake r2

-> ipv6 bgp neighbor 2001:DB8:C17:1::2

-> ipv6 bgp neighbor 2001:DB8:C17:1::2 remote-as 10 0

-> ipv6 bgp neighbor 2001:DB8:C17:1::2 activate-ipv 6

-> ipv6 bgp neighbor 2001:DB8:C17:1::2 ipv4-nexthop 10.0.0.1
-> ipv6 bgp neighbor 2001:DB8:C17:1::2 status enabl e
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-> ipv6 interface Link_To_Speaker3 vlan 3

-> ipv6 address 2001:DB8:C18:1::1/64 Link_To_Speake r3
-> ipv6 bgp neighbor 2001:DB8:C18:1::2

-> ipv6 bgp neighbor 2001:DB8:C18:1::2 remote-as 10 0
-> ipv6 bgp neighbor 2001:DB8:C18:1::2 activate-ipv 6
-> ipv6 bgp neighbor 2001:DB8:C18:1::2 status enabl e

Peer with the external speaker in AS 200 usinfPitgl address and an IPv6 forwarding interface Iffm6
traffic):

-> ip interface Link_To_AS200 vlan 4
-> ip interface Link_To_AS200 address 20.0.0.2/24

-> ipv6 interface Link_to_AS200 vlan 4
-> ipv6 address 2001:ABCD:B02:1::2/64 Link_to_AS200

-> ip bgp neighbor 20.0.0.1

-> ip bgp neighbor 20.0.0.1 remote-as 200

-> ip bgp neighbor 20.0.0.1 activate-ipv6

-> ip bgp neighbor 20.0.0.1 ipv6-nexthop 2001:ABCD: B02:1::2
-> ip bgp neighbor 20.0.0.1 status enable

Administratively enable BGP:

-> ip bgp status enable

BGP Speaker 2
Assign the speaker to AS 100:
-> ip bgp autonomous-system 100
Enable IPv6 BGP unicast:
-> ipv6 bgp unicast
Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):

-> ip interface Link_To_Speakerl vlan 2

-> ip interface Link_To_Speakerl address 10.0.0.2/2 4

-> ipv6 interface Link_To_Speakerl vlan 2

-> ipv6 address 2001:DB8:C17:1::2/64 Link_To_Speake rl

-> ipv6 bgp neighbor 2001:DB8:C17:1::1

-> ipv6 bgp neighbor 2001:DB8:C17:1::1 remote-as 10 0

-> ipv6 bgp neighbor 2001:DB8:C17:1::1 activate-ipv 6

-> ipv6 bgp neighbor 2001:DB8:C17:1::1 ipv4-nexthop 10.0.0.2
-> ipv6 bgp neighbor 2001:DB8:C17:1::1 status enabl e

-> ipv6 interface Link_To_Speaker3 vlan 3
-> ipv6 address 2001:DB8:C19:1::1/64 Link_To_Speake r3

-> ipv6 bgp neighbor 2001:DB8:C19:1::2

-> ipv6 bgp neighbor 2001:DB8:C19:1::2 remote-as 10 0
-> ipv6 bgp neighbor 2001:DB8:C19:1::2 activate-ipv 6
-> ipv6 bgp neighbor 2001:DB8:C19:1::2 status enabl e
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Peer with the external speaker in AS 300 using kdress:

-> ip interface Link_To_AS300 vlan 4
-> ip interface Link_To_AS300 address 30.0.0.2/24

-> ip bgp neighbor 30.0.0.1
-> ip bgp neighbor 30.0.0.1 remote-as 300
-> ip bgp neighbor 30.0.0.1 status enable

Administratively enable BGP:

-> ip bgp status enable

BGP Speaker 3

Assign the speaker to AS 100:
-> ip bgp autonomous-system 100

Administratively disable IPv4 unicast, as this das part of a homogeneous IPv6 domain:
->no ip bgp unicast

Explicitly configure the router ID and the primaagldress of the speaker:

-> ip router router-id 10.0.0.3
-> ip router primary-address 10.0.0.3

Peer with the other speakers in AS 100 (for inteB@P, and to create a fully meshed BGP network):

-> ipv6 interface Link_To_Speakerl vlan 2

-> ipv6 address 2001:DB8:C18:1::2/64 Link_To_Speake rl

-> ipv6 interface Link_To_Speaker2 vlan 3

-> ipv6 address 2001:DB8:C19:1::2/64 Link_To_Speake r2

-> ipv6 bgp neighbor address 2001:DB8:C18:1::1

-> ipv6 bgp neighbor address 2001:DB8:C18:1::1 remo te-as 100
-> ipv6 bgp neighbor address 2001:DB8:C18:1::1 acti vate-ipv6
-> ipv6 bgp neighbor address 2001:DB8:C18:1::1 stat us enable
-> ipv6 bgp neighbor address 2001:DB8:C19:1::1

-> ipv6 bgp neighbor address 2001:DB8:C19:1::1 remo te-as 100
-> ipv6 bgp neighbor address 2001:DB8:C19:1::1 acti vate-ipv6
-> ipv6 bgp neighbor address 2001:DB8:C19:1::1 stat us enable

Administratively enable BGP:

-> ip bgp status enable

AS 200

BGP Speaker 4

Assign the speaker to AS 200:
-> ip bgp autonomous-system 200

Enable IPv6 BGP unicast:

-> ipv6 bgp unicast
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Peer with the external speaker in AS 100 usintPiel address and an IPv6 forwarding interface Iffsm6
traffic):

-> ip interface Link_To_AS100 vlan 2
-> ip interface Link_To_AS100 address 20.0.0.1/24

-> ipv6 interface Link_to_AS100 vlan 2
-> ipv6 address 2001:ABCD:B02:1::1/64 Link_to_AS100

-> ip bgp neighbor 20.0.0.2

-> ip bgp neighbor 20.0.0.2 remote-as 100

-> ip bgp neighbor 20.0.0.2 activate-ipv6

-> ip bgp neighbor 20.0.0.2 ipv6-nexthop 2001:ABCD: B02:1::1
-> ip bgp neighbor 20.0.0.2 status enable

Administratively enable BGP:

-> ip bgp status enable

AS 300

BGP Speaker 5
Assign the speaker to AS 300:
-> ip bgp autonomous-system 300
Peer with the external speaker in AS 100 usintPig address:

-> ip interface Link_To_AS100 vlan 2
-> ip interface Link_To_AS100 address 30.0.0.1/24

-> ip bgp neighbor 30.0.0.2
-> ip bgp neighbor 30.0.0.2 remote-as 100
-> ip bgp neighbor 30.0.0.2 status enable

Administratively enable BGP:

-> ip bgp status enable
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Displaying IPv6 BGP Settings and Statistics

Use the show commands listed in the following tabldisplay information about the current IPv6 BGP
configuration and on IPv6 BGP statistics:

show ipv6 bgp network Displays the status of all the IPv6 BGP networka specific IPv6 BGP
network.

show ipv6 bgp path Displays the known IPv6 BGP paths for all the reuiea specific route.

show ipv6 bgp routes Displays the known IPv6 BGP routes.

show ipv6 bgp neighbors Displays the configured IPv6 BGP peers.

show ipv6 bgp neighbors Displays the timers for configured IPv6 BGP peers.

timers

show ipv6 bgp neighbors Displays the neighbor statistics of the configuifeds BGP peers.

statistics

show ip bgp Displays the current global settings for the IdB&IP speaker.

show ip bgp neighbors Displays the configured IPv4 BGP peers.

For more information about the output from theBew commands, see tt@mniSwitch AOS Release 6
CLI| Reference Guide.
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5 Configuring Multicast
Address Boundaries

Multicast boundaries confine multicast addressesgarticular domain. Confining multicast addresses

helps to ensure that multicast data traffic pasg#éun a multicast domain does not conflict with itiru
cast users outside the domain.

In This Chapter

This chapter describes the basic components ofcasitboundaries and how to configure them through
the Command Line Interface (CLI). CLI commandsased in the configuration examples; for more
details about the syntax of commands, seéingi Switch AOS Release 6 CLI Reference Guide.

Configuration procedures described in this chajpidude:
e Configuring multicast address boundaries, page 5-7
¢ Verifying the multicast address boundary configioratseepage 5-8

For information about additional multicast routicgmmands, see the “Multicast Routing Commands”
chapter in th@®mniSwitch AOS Release 6 CLI Reference Guide.
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Multicast Boundary Specifications

RFCs Supported 2365—Administratively Scoped IP Maki
2932—IPv4 Multicast Routing MIB

OmniSwitch 6850E, 6855, 9000E
239.0.0.0 to 239.2532355.

Platforms Supported
Valid Scoped Address Range

Note. If software routing is used, the number of totalMs supported is variable, depending on the
number of flows and the number of routes per flow.

November 2013
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Quick Steps for Configuring Multicast Address
Boundaries

Using Existing IP Interfaces

1 Before attempting to configure a multicast addiemsndary, ensure to manually load the multicast
protocol software for the network (for example, PBW or DVMRP). Otherwise, an error “the specified
application is not loaded” is displayed. To manuédhd multicast protocol software, use thdéoad
command. For example:

-> ip load pim

2 Configure a multicast address boundary for anfateusing theip mroute-boundary command.
Information must include the interface IP addrésidowed by the multicast boundary address and the
corresponding subnet mask. For example:

-> ip mroute-boundary vlan-3 239.120.0.0 255.255.0. 0

Note. By default, route boundary configuration is suppdror the scoped addresses (239.0.0.0 to
239.255.255.255).

On New IP Interface

1 Ensure to load one of the dynamic routing feat(fi@sexample, PIM-SM). Otherwise, an error stat-
ing that “the specified application is not loadésitisplayed. To load a dynamic routing feature, e
ip load command. For example:

-> ip load pim
2 Create a new IP interface by specifying a valicdieress. For example:
-> ip interface vlan-2 address 178.14.1.43 vlan 3

3 Configure a multicast address boundary on the ttfexce. Information must include the interface
name on which the boundary is being assigned, #swéhe multicast address and the corresponding
subnet mask. For example:

-> ip mroute-boundary vlan-2 239.120.0.0 255.255.0. 0

Note. Optional. To verify the multicast boundary configurationtentheshow ip mroute-boundary
command. The display is similar to the one shownehe

-> show ip mroute-boundary
Interface Name Interface Address Boundary Address

+ + -
vlan-4 214.0.0.7 239.1.1.1/32

For more information about this display, see thailtidast Routing Commands” chapter in the
OmniSwitch AOS Release 6 CLI Reference Guide.
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Multicast Address Boundaries Overview

Multicast Addresses and the IANA

The Internet Assigned Numbers Authority (IANA) régfes unique parameters for different types of
network protocols. For example, the IANA regulagesiresses for IP, DVMRP, PIM, PIM-SSM, etc., and
also provides a range of administratively scopettioast addresses. For more information, refeheo t
section below.

Multicast addresses 239.0.0.0 through 239.255.85512ve been reserved by the IANA as administra-
tively scoped addresses for use in private multidamains. These addresses cannot be used fortlaey o
protocol or network function. Because they are k&tga by the IANA, these addresses can theoreticall
be used by network administrators without conftigtivith networks outside of their multicast domains
However, to ensure that the addresses used iva@multicast domain do not conflict with other
domains (for example, within the company networlkwat on the Internet), multicast address boundaries
can be configured.

AOS supports configuration of multicast route boanmes for all the multicast group including scoped
multicast addresses (224.0.0.0 through 239.253285%. Refer to th&OS Release 6.4.6 Release Notes
for more information on this.

Source-Specific Multicast Addresses

Multicast addresses 232.0.0.0 through 232.255.85512ve been reserved by the Internet Assigned
Numbers Authority (IANA) as source-specific multitdSSM) destination addresses. Addresses within
this range are reserved for use by source-spegfiications and protocols (e.g., PIM-SSM) and c&nn
be used for any other functions or protocols.
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Multicast Address Boundaries

Without multicast address boundaries, multicast ¢ia&ffic conflicts can occur between domains. For
example, a multicast packet addressed to 239.1@1.02rom a device in one domain could “leak” into
another domain. If the other domain contains aaesaitempting to send a separate multicast padket w
the same address, a conflict may occur. A boundanged to eliminate these conflicts by confiningltin
cast data traffic on an IP interface. When a bognigaset, multicast packets with a destinationradsl
within the specified boundamyill not be forwarded on the interface.

The figure below provides an example of a multieakiress boundary configured on an interface.

—_—_——————— = = = ~
/
| Multicast Domain 1 \I
' |
| |
| - 6
| VLANZ
| 239.140.120.x Fngr‘iter
| Multicast Traffic | 172_22_2.44|
' ]
N\ v

— — Multicast Address Boundary —
239.140.120.0/24

Simple Multicast Address Boundary Example

An IP interface is configured on VLAN 2, with the bddress 172.22.2.44. The IP interface is also
referred to as the routanterface; the IP address serves as the identifier forrnberfiace.

In this example, the multicast address boundanbbkas defined as 239.140.120.0. The mask value of
255.255.255.0 is shown in Classless Inter-DomaiatiRg (CIDR) prefix format a®4. This specifies
that no multicast data traffic addressed to mustiealdresses 239.140.120.0 through 239.140.12&R55
be forwarded on interface 172.22.2.44.
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Concurrent Multicast Addresses

Multicast addresses can be used concurrently irefiam one region in the network as multicast beund
aries confine multicast addresses to a particudarain. In other words, multicast addresses carebsed
throughout the network. This allows network adntmaitors to conserve limited multicast address space
The figure below shows multicast addresses 23912400 through 239.140.120.255 being used by both
Multicast Domain 1 and Multicast Domain 2.

Multicast Domain 1 | Multicast Domain 2

N

—~_— — — — —_——_——_ —

VLAN 2 VLAN 3
239.140.120.x Router || Router 239.140.120.x
Multicast Traffic | Port 0| | Port | Multicast Traffic
172.22.2.1 178.14.1.43
| |
AN . 2 AN . V2
—  Multicast Address Boundary- — — — Multicast Address Boundary —

239.140.120.0/24 239.140.120.0/24

Concurrent Multicast Addresses Example

Although the same block of multicast addresses1289120.0 through 239.140.120.255 is being used in
two different domains at once, multicast data iceffom one domain cannot conflict with multicastad
traffic in the other domain because they are ffelt confined by boundaries on their corresponding
interfaces. In this case, the boundary 239.1400128 has been configured on interfaces 172.22.2ahd0
178.14.1.43.
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Configuring Multicast Address Boundaries

Because multicast address boundaries are paré gfdlianced Routing software, the advanced routing
image must be present in an OmniSwitch, beforecgmubegin configuring the feature. In addition, the
multicast routing protocol (for example, PIM-SMB¥MRP) for your network must first be loaded to
memory through th& load command.

Basic Multicast Address Boundary Configuration

Configuring a multicast address boundary preventiicast data traffic that is addressed to a paldic
address or range of addresses from being forwaydexnh interface. Boundaries may be configured in
more than one region in the network.

The basic command for creating a multicast addsessdary is:
ip mroute-boundary

The next section describes how to use this command.

Creating a Multicast Address Boundary

To create a multicast address boundary on an &terenter thg mroute-boundary command, with the
interface name, theoundary address or ranged the corresponding mask. For example:

-> ip mroute-boundary vlan-2 239.120.0.0 255.255.0. 0

Note.

e By default, route boundary configuration is suppdror the scoped address range (239.0.0.0 to
239.255.255.255).

e Multicast route boundary configuration support barextended to the complete multicast group range
(224.0.0.0 to 239.255.255.255) by using the “deipuget” command. For more information on this
command, refer to theOS Release 6.4.6 Release Notes.

Deleting a Multicast Address Boundary

To delete a multicast address boundary from amfade, enter theo ip mroute-boundary command,
with the interface IP address, the boundary addesgkthe corresponding mask. For example:

-> no ip mroute-boundary vlan-2 239.120.0.0 255.255 .0.0
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Verifying the Multicast Address Boundary
Configuration

A summary of the show commands used for verifylggmulticast address boundary configuration is
given here:

show ip mroute-boundary Displays multicast address boundaries for the $Watmuter interfaces.

For more information about the displays that reolin these commands, see ®wniSnitch AOS
Release 6 CLI Reference Guide.

Application Example for Configuring Multicast
Address Boundari'::-s

This section illustrates multicast address boundanfiguration for a simple multicast network. The
network consists of a core switch with a backbasnection to the Internet. The core switch is gigen
boundary of 239.0.0.0/8. This is the broadest banndkeeping all multicast data traffic addressed t
239.0.0.0 through 239.255.255.255 from leavingcthmpany network.

The core switch is connected to two wiring closetches. The wiring closet switches serve the Human
Resources and Training network domains. A bound&®89.188.0.0/16 is created for both the Human
Resources and Training domains. No multicast adaffid within the range of 239.188.0.0 through
239.188.255.255 is permitted to leave either donmEiis allows multicast addresses within the ratoge
be used simultaneously in both domains without locinf

Note. For a diagram showing this sample network withrthdticast address boundaries described above,
refer topage 5-11

1 Verify that either PIM or DVMRP is loaded on theith. Refer to the “Configuring PIM” or “Config-
uring DVMRP” chapters in th@mni Switch AOS Release 6 Advanced Routing Configuration Guide for
more information.

2 Create a VLAN on the core switch. For example:

->vlan 2

3 Next, create a IP interface on the VLAN. The IReifdce serves as the interface identifier on wttieh
boundary will be created. To create an IP interfase theép interface command. For example:

-> ip interface vlan-2 address 178.10.1.1 vlan 2
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4 You are now ready to create a boundary on theswiteh’s router interface. For this example, the
broadest possible boundary, 239.0.0.0, will be igonéd on the interface. This boundary will keelp al
data traffic addressed to multicast addresses ZBO.through 239.255.255.255 from being forwarded o
the interface. To assign the boundary, usegmaroute-boundary command. For example:

-> ip mroute-boundary vlan-2 239.0.0.0 255.0.0.0

Note that the command includes the interface IRes$d(178.10.1.1), along with the multicast address
boundary (239.0.0.0) and the corresponding subaekr(255.0.0.0).

5 Verify your changes using ttghow ip mroute-boundary command:

-> show ip mroute-boundary
Interface Name Interface Address Boundary Address
+ + -

vlan-2 178.10.1.1 239.0.0.0/8

The correct multicast address boundary of 239.0s0sbown on VLAN 2. (VLAN 2 is displayed in the
table because it contains the IP interface on wtiietboundary was configured. In this case, thanté?-
face is 178.10.1.1.) In addition, the subnet masklfeen translated into the CIDR prefix lengtiBof

The figure below illustrates the multicast addiessndary as currently configured.

VLAN 2
|Router (
Port ~

178.10.1.1 239.X.X.X \
?Multicast Traffic

[
: Core Switch
[

N
\
I
I
I
I
I
—
2T 2X2
I
I
I

Network with a Single Multicast Address Boundary

All multicast data traffic ranging from 239.0.0lréugh 239.255.255.255 is blocked and cannot be
forwarded from switch’s 178.10.1.1 router interfage shown by the arrow, multicast data traffic
addressed to 239.x.x.x cannot leave the domain.

6 Next, create a VLAN on the wiring closet switch d$er Human Resources. For example:

->vlan 3

VLAN 3 is now used to define the Human Resourcés/oek domain.
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7 Create an IP interface on VLAN 3. For example:
-> ip interface vlan-3 address 178.20.1.1 vlan 3

8 Assign a boundary on the switch’s router interféas. this example, the interface is given the beund
ary 239.188.0.0/16. This boundary will keep daadfic addressed to multicast addresses 239.188.0.0
through 239.188.255.255 from being forwarded onirnkerface:

-> ip mroute-boundary vlan-3 239.188.0.0 255.255.0. 0

The command syntax includes the interface IP addfi£&8.20.1.1), along with the multicast address
boundary (239.188.0.0) and the corresponding subask (255.255.0.0).

9 Create a VLAN on the separate wiring closet switstd for Training. For example:
->vlan 4

VLAN 4 is now used to define the Training netwodnagin.

10 Create an IP interface on VLAN 4. For example:
-> ip interface vlan-4 address 178.30.1.1 vlan 4

11 Assign a boundary on the Training router interfadee interface is given the same boundary as
Human Resources (that is, 239.188.0.0/16).

-> ip mroute-boundary vlan-4 239.188.0.0 255.255.0. 0

Because there is a boundary configured at eachidpmalticast users in Human Resources can forward
239.188.x.x multicast data traffic without confiitg with users in Training who are forwarding datf-

fic with the same addresses. By allowing addressbs used concurrently in more than one department
network administrators can conserve limited mugiicaddress space.
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The figure below illustrates all configured mulst@address boundaries for this network.

rA VLAN 2
Router
_————— — — — — e = - e N
/ = Port

178.10.1.1 239.X.X.X \
Multicast Traffic

Core Switch

—_———— . | e | JEE%# - — =
N\ /

- N\
/ Human Resources Training

VLAN 3 VLAN 4

| I

| Router Router I
239.188.x.X Port Port 239.188.x.X |

| Multicast Traffic 178.20.1.1 178.30.1.1 Multicast Traffic

\ T v /

~ — -239.188.0.0/16 — 7 ~ — -239.188.0.0/16 — 7

Network with Multiple Multicast Addresses Boundaries
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6 Configuring DVMRP

This chapter includes descriptions for DistancetdleMulticast Routing Protocol (DVMRP). DVMRP is
a dense-mode multicast routing protocol. DVMRP—ihigessentially a “broadcast and prune” routing
protocol—is designed to assist routers in propagd® multicast traffic through a network.

In This Chapter

This chapter describes the basic components of DFMRJ how to configure them through the
Command Line Interface (CLI). CLI commands are useithe configuration examples; for more details
about the syntax of commands, see@nani Switch AOS Release 6 CLI Reference Guide.

Configuration procedures described in this chajpigude:
e |oading DVMRP into memory—seggage 6-9

e Enabling DVMRP—seg@age 6-11

¢ Neighbor communications—s@age 6-12

* Routes—sepage 6-13

¢ Pruning—se@age 6-14

e Grafting—seeage 6-16

e Tunnels—se@age 6-16

e Verifying the DVMRP configuration—segage 6-17
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DVMRP Specifications

RFCs Supported

2667—IP Tunnel MIB

IETF Internet-Drafts Supported

Distance-Vector Midst Routing Protocol MIB
draft-ietf-idmr-dvmrp-v3-11.txt

DVMRP Version Supported

DVMRPV3.255

DVMRP Attributes Supported

Reverse Path Multicastgighbor Discovery, Multicast
Source Location, Route Report Messages, Distance
metrics, Dependent Downstream Routers, Poison Reyer
Pruning, Grafting, DVMRP Tunnels

DVMRP Timers Supported

Flash update interval, Grefansmissions, Neighbor
probe interval, Neighbor timeout, Prune lifetimeyfe
retransmission, Route report interval, Route haldna,

Route expiration timeout

Platforms Supported

OmniSwitch 6850E, 6855, 9000E

Range for Interface Distance Metrics

1to 31

Range for Tunnel TTL Value

0 to 255

Multicast Protocols per Interface

1 (you cannot émdloth PIM-SM and DVMRP on the

same IP interface)

DVMRP Defaults

Parameter Description Command Default Value/Comments
DVMRP load status ip load dvmrp Unloaded
DVMRP status ip dvmrp status Disabled
DVMRP interface status ip dvmrp interface Disabled
Flash update interval ip dvmrp flash-interval 5 seconds
Graft retransmission timeout ip dvmrp graft-timeout 5 seconds
Neighbor probe interval time ip dvmrp neighbor-interval 10 seconds
Neighbor timeout ip dvmrp neighbor-timeout 35 seconds
Prune lifetime ip dvmrp prune-lifetime 7200 seconds
Prune retransmission timeout ip dvmrp prune-timeout 30 seconds
Route report interval ip dvmrp report-interval 60 seconds

Route hold-down time

ip dvmrp route-holddown

120 seconds

Route expiration timeout

ip dvmrp route-timeout

140 seconds

Interface distance metric ip dvmrp interface metric 1
DVMRP tunnel status ip dvmrp tunnel Disabled
DVMRP tunnel TTL value ip dvmrp tunnel ttl 255
Subordinate neighbor status ip dvmrp subord-default true

page 6-2

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide

November 2013



Configuring DVMRP Quick Steps for Configuring DVMRP

Quick Steps for Configuring DVMRP

Note. DVMRP requires that IP Multicast Switching (IPMS)énabled. IPMS is automatically enabled
when a multicast routing protocol (either PIM-SMVMRP) is enabled globally and on an interface
and when the operational status of the interfaagpisHowever, if you wish to manually enable IPMS on
the switch, use thip multicast status command.

1 Manually load DVMRP into memory by entering thelé@ling command:
-> ip load dvmrp

2 Create a router port (i.@nterface) on an existing VLAN by specifying a valid IP adds. To do this,
use thep interface command. For example:

-> ip interface vlan-2 address 178.14.1.43 vlan 2

3 Enable the DVMRP protocol on the interface viaifhdvmrp interface command. For example:
-> ip dvmrp interface vlan-2

4 Globally enable the DVMRP protocol by entering thikowing command:
-> ip dvmrp status enable

5 Save your changes to the Working directotyd®t.cfg file by entering the following command:
-> write memory

Once loaded and enabled, DVMRP is typically readyde because its default values are appropriate fo
the majority of installations.

Note. Optional. To verify DVMRP interface status, enter gteow ip dvmrp interface command. The
display is similar to the one shown here:

Address Vlan Metric Admin-Status Oper -Status
[ — + + B eesmm—

178.14.1.43 44 1 Enabled Enabled

To verify the global DVMRP status, enter tstgow ip dvmrp command:

DVMRP Admin Status = enabled,
Flash Interval =15,
Graft Timeout =5,
Neighbor Interval =10,
Neighbor Timeout = 35,
Prune Lifetime = 7200,
Prune Timeout = 30,
Report Interval = 60,
Route Holddown =120,
Route Timeout = 140,
Subord Default = true,

Number of Routes =20,
Number of Reachable Routes = 18

For more information about these displays, seéingiSvitch AOS Release 6 CLI Reference Guide.
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DVMRP Overview

Distance Vector Multicast Routing Protocol (DVMR®rsion 3 is a multicast routing protocol that
enables routers to efficiently propagate IP musti¢eaffic through a network. Multicast traffic caists of
a data stream that originates from a single scamckis sent to hosts that have subscribed to testrs.
Live video broadcasts, video conferencing, corgcammunications, distance learning, and distridouti
of software, stock quotes, and news services ampbes of multicast traffic. Multicast traffic isstin-
guished from unicast traffic and broadcast tradcfollows:

e Unicast traffic is addressed to a single host.
¢ Broadcast traffic is transmitted to all hosts.

e Multicast traffic is transmitted to a subset of tsoghe hosts that have subscribed to the multatatst
stream).

DVMRP is a distributed multicast routing protoclbat dynamically generates per-source delivery trees
based upon routing exchanges, using a techniqlex&ver se Path Multicasting. When a multicast
source begins to transmit, the multicast dateoisdéd down the delivery tree to all points in tiedéwork.
DVMRP thenprunes (i.e., removes branches from) the delivery treenahihe traffic is unwanted.

Pruning continues to occur as group membershipgdsaar routers determine that no group members are
present. This restricts the delivery trees to ti@mum branches necessary to reach all group mesnber
thus optimizing router performance. New branchesaiso be added to the delivery trees dynamically a
new members join the multicast group. The additibnew branches is referred togsfting.

Reverse Path Multicasting

DVMRP uses Internet Group Management Protocol (IGMBssages to exchange the routing informa-
tion needed to build per-source multicast delivieegs. Once built, packets follow a multicast derjv
tree from the source to all members of the multigagup. Packets are replicated only at necessary
branches in the delivery tree. The trees are catledland updated dynamically to track the membeshi
individual groups.

When a packet arrives on an interface, the reymatteback to the source of the packet is determntiyed
examining a DVMRP routing table of known sourcenwks. If the packet arrived on an upstream inter-
face that would be used to transmit packets batkesource, it is forwarded to the appropriatedfs
downstream interfaces. Otherwise, it is not onajiémal delivery tree and is discarded. In this wdapli-
cate packets can be filtered when loops existemitwork topology.
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Neighbor Discovery

DVMRP routers must maintain a database of DVMRR@ljcies with other DVMRP routers. A
DVMRP router must be aware of its DVMRP neighbanseach interface. To gather this information,
DVMRP routers use a neighbor discovery mechanisimpaniodically multicast DVMRProbe messages
to the All-DVMRP-Routers group address (224.0.0e9ch Probe message includes a Neighbor List of
DVMRP routers known to the transmitting router.

When a DVMRP router (let’s call it “router B”) reiges a Probe (let's say from “router A”), it addetP
address of router A to its own internal list of DYR® neighbors on that interface. It then sends hd?0b
its own with the IP address of router A includedhie Probe’s Neighbor List. When a DVMRP router

receives a Probe with its own IP address includatié Neighbor List, the router knows that a tworwa
adjacency has been successfully formed betwedhatse the neighbor that sent the Probe.

Probes effectively serve three main purposes:
® Probes provide a mechanism for DVMRP routers tatmeach other as described above.

¢ Probes provide a way for DVMRP routers to deterngiaeh others’ capabilities. This is deduced from
the major and minor version numbers in the Prolodgtaand directly from the capability flags in the
Probe packet.

e Probes provide a keep-alive function in order tirkjy detect neighbor loss.

A DVMRP router sends periodiRoute Report messages to its DVMRP neighbors (by default, e@ery
seconds). A Route Report message contains therseodeent routing table, which contains entriestt
advertise a source network (with a mask) and adoymt that is used as the routing metric. This rapti
information is used to build source distributioeess and to perform multicast forwarding. The DVMRP
neighbor that advertises the route with the lowmstric will be used for forwarding. (In case of the
DVMRP neighbor with the lowest IP address will lz2d.)

In DVMRPvV3, a router will not accept a Route Regorm another DVMRP router until it has estab-
lished adjacency with that neighboring router.

Note. Older versions of DVMRP use Route Report messagpsrform neighbor discovery rather than
the Probe messages used in DVMRP Version 3.
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Multicast Source Location, Route Report Messages, and Metrics

When an IP multicast packet is received by a rowtening DVMRP, it first looks up the source networ
in the DVMRP routing table. The interface that pd®s the best route back to the source of the packe
called the upstream interface. If the packet adrioe that upstream interface, then it is a candiftat
forwarding to one or more downstream interfacethéfpacket did not arrive on that anticipated ngash
interface, then it is discarded. This check is kn@s aeverse path forwarding check and is performed by
all DVMRP routers.

Note.Under normal, stable DVMRP operation, packets wowltarrive on the wrong interface because
the upstream router would not forward the packé&ssmthe downstream router poison-reversed the rout
in the first place (as explained below). Howevkere are cases—such as immediately after a network
topology change—when DVMRP routing has not yet evged across all routers where this can occur. It
can also occur when loops exist in the network lagpn

In order to ensure that all DVMRP routers have msigient view of the path back to a source, routing
tables are propagated by all DVMRP routerRante Report messages. Each router transmits a Route
Report message at specified intervals. The RoupeRenessage advertises the network numbers and
masks of those interfaces to which the routerrsadiy connected. It also relays the routes reckfuem
neighboring routers.

DVMRP requires an interface metric (i.e., a hopradto be configured on all physical and tunne¢int
faces. When a route is received from a neighbaoiger via a Route Report message, the metriceof th
interface over which the packet was received igddd the metric of the route being advertisedsThi
adjusted metric is used when comparing metriceterdhine the most efficient upstream interface.

Dependent Downstream Routers and Poison Reverse

In addition to providing a consistent view of sainetworks, the exchange of routes in DVMRP Route
Report messages provides one other important fE2dDWYMRP uses the route exchange as a mechanism
for upstream routers to determine if any downstreaumters depend on them for forwarding packets from
particular source networks.

DVMRP accomplishes this by using a technique cait@eon reverse. If a downstream router selects an
upstream router as the best next hop to a partisolarce network, it indicates this by echoing beek
route on the upstream interface with a metric etué#te original metric plus infinity. (DVMRP usas
metric of 32 as infinity.) When the upstream routmeives the report and sees a metric that liesden
infinity and twice infinity (that is, between 32@&®B4), it adds the downstream router from which it
received the report to a list of dependent routarshis source network.

The list of dependent routers per source netwoilk by the poison reverse technique provides thamfo
dation necessary to determine when it is apprapt@prune back the IP source-specific multicasdr

Note. Poison reverse is used differently in DVMRP thamiost unicast distance vector routing protocols
(such as RIP), which use poison reverse to adeedtist a particular route is unreachable.
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Pruning Multicast Traffic Delivery

Initially, all interfaces with downstream-dependagtghbors are included in the downstream interfiste
and multicast traffic is flooded down the truncabedadcast tree to all possible receivers. Thisnalthe
downstream routers to be aware of traffic destfioec particular Source, Group (S, G) pair. The dew
stream routers then have the option to send priamessubsequent grafts) for this (S, G) pair agireg
ments change.

A DVMRP router will remove an interface from itsfearding list that has no group members associated
with an IP multicast packet. If a router removéoalts downstream interfaces, it notifies the tupam
router that it no longer wants traffic destined twait particular (S, G) pair. This is accomplisigdsend-

ing a DVMRP Prune message upstream to the rouperoted to forward packets from that particular
source.

A downstream router will inform an upstream routet it depends on the upstream router to receive
packets from particular source networks by usirgpbison reverse technique during the exchange of
Route Report messages. This method allows theagwstrouter to build a list of downstream routers on
each interface that are dependent upon it for gadkem a particular source. If the upstream router
receives Prune messages from each one of the dagtestmvnstream routers on an interface, then the
upstream router can in turn remove this interfaoefits downstream interface list. If the upstreauter
is able to remove all of its downstream interfaicethis manner, it can then send a DVMRP Prune
message to its upstream router. This continuesalhtinneeded branches are removed. Refer to
“Pruning” on page 6-14or more specific information on pruning.

Grafting Branches Back onto the Multicast Delivery Tree

A pruned branch will be automatically reattacheth®s multicast delivery tree when the prune timeis o
However, the graft mechanism provides a quickehotto reattach a pruned branch than waiting fer th
prune to time out. Without the graft mechanism,jthe latency for new hosts in the group might loacr
ceptably great, because the prunes in the upstreaters would have to time out before multicadfitra
could again begin to flow to the pruned branchespdhding on the number of routers along the pruned
branch and the timeout values in use, several ménutight elapse before the host could begin tavece
multicast traffic. By using a graft mechanism, DVMReduces the join latency to a few milliseconds.

The graft mechanism is made reliable through tleeafiGraft-Ack (Graft Acknowledgment) messages. A
Graft-Ack message is returned by the upstream ranitesponse to a Graft message. If the Graft-Ack
message is not received, the downstream routeregiéind the Graft message. This prevents the fass o
Graft message due to congestion.

Theip dvmrp graft-timeout command enables you to set the Graft messag@satission value. This
value defines the duration of time that the routd#irwait before retransmitting a Graft messag ias
not received a Graft-Ack message. RefélGoafting” on page 6-16or more information.
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DVMRP Tunnels

Because not all IP routers support native multicasting, DVMRP includes direct support for tunmeli
IP multicast packets through routers. Tunnel iategb are used when routers incapable of supporting
multicast traffic exist between DVMRP neighborstunnel interfaces, IP multicast packets are encaps
lated in unicast IP packets and addressed dirtxtlye routers that do not support native multicast-
ing. DVMRP protocol messages (such as Route Repgemtdbes for neighbor discovery, etc.) and
multicast traffic are sent between tunnel endpaistag unicast, rather than multicast, packets.

Multicast data is encapsulated using a standai&® Ehcapsulation method. The unicast IP addregses o
the tunnel endpoints are used as the source atidatas IP addresses in the outer IP header. iiheri
IP header remains unchanged from the original cadti packet.
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Configuring DVMRP

Before configuring DVMRP, consider the following:

¢ The advanced routing image must be present invifietss current running directory (i.e., Working or
Certified) before DVMRP can be enabled or configure

e DVMRP requires that IP Multicast Switching (IPMS)dnabled. IPMS is automatically enabled when
a multicast routing protocol (either PIM-SM or DVNBRis enabled globally and on an interfacd
when the operational status of the interface iHgwever, if you wish to manually enable IPMS on
the switch, use thip multicast statuscommand.

* You can configure DVMRP parameters when the prdt@coot runningas long as DVMRP isloaded
into memory (see‘Loading DVMRP into Memory’below).

¢ The DVMRP parameters witlot take effect until the protocol is enabled globalhg on specific IP
interfaces.

Enabling DVMRP on the Switch

By default, the DVMRP protocol is disabled on tléteh. Before running DVMRP, you must enable the
protocol by completing the following steps:

e | oading DVMRP into memory
e Enabling DVMRP on desired IP interfaces
e Enabling DVMRP globally on the switch

Note.Once loaded and enabled, DVMRP is typically readyde because its factory default values are
appropriate for the majority of installations. Not@wever, if neighbors in the DVMRP domain have
difficulty handling large initial bursts of traffidt is recommended that the subordinate neightatos is
changed to false. For more information on the sdibate neighbor status, refer to ipedlvmrp subord-
default command in th©mniSwitch AOS Release 6 CLI Reference Guide.

For information on completing these steps, reféh&osections below.

Loading DVMRP into Memory

You must load DVMRP into memory before you can bheginfiguring the protocol on the switch. If
DVMRP is not loaded and you enter a configuratiommand, the following message displays:

ERROR: The specified application is not loaded
To dynamically load DVMRP into memory, enter thédawing command:

-> ip load dvmrp
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Enabling DVMRP on a Specific Interface

Note. It does not matter whether DVMRP is first enablézbglly or on specific interfaces. However,
DVMRP will not run on an interface until it is erladd both globally and on the interface.

DVMRP must be enabled on an interface before ahgrahterface-specific DVMRP command can be
executed (e.g, thip dvmrp interface metric command). An interface can be any IP router gt has
been assigned to an existing VLAN. For informatimnassigning a router port to a VLAN, refer to the
“Configuring VLANSs" chapter in thé&OmniSwitch AOS Release 6 Network Configuration Guide.

To enable DVMRP on a specific interface, useiphdvmrp interface command. The interface identifier
used in the command syntax is the valid IP addvéas existing VLAN router port. For example:

-> ip dvmrp interface vlan-2

Note. Only one multicast routing protocol is supported ipgerface. This means that you cannot enable
both PIM-SM and DVMRP on the same interface.

Disabling DVMRP on a Specific Interface

To disable DVMRP on a specific IP interface, userth ip dvmrp interface command. Be sure to
include the interface IP address. For example:

-> no ip dvmrp interface vlan-2

Specifying a Distance Metric on a Specific Interface

Theip dvmrp interface metric command enables you to specify the distance mfeirian interface. The
default interface distance metric value is 1. DVM&¥es the metric value to determine the most cost-
effective way of passing data. The higher an iatsafs metric value, the higher the cost of pasdatg
over that interface. DVMRP will transmit data otlee interface with the lowest available metric. &lot
that, just as in RIP, the metric of an incomingteoadvertisement is automatically incremented ey th
metric of the incoming interface (typically one Rojou can assign an interface any distance mftin
1to 31.

To assign a distance metric to a specific interfase thep dvmrp interface metric command. The
command syntax must include the IP address fovtt#N router port (i.e., interface), as well as a
distance metric value. For example:

-> ip dvmrp interface vlan-2
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Viewing DVMRP Status and Parameters for a Specific Interface

To view current DVMRP interfaces, including thepesational status and assigned metrics, use the
show ip dvmrp interface command. For example:

-> show ip dvmrp interface

Interface Name Vlan Metric Admin-Status Oper -Status

-------------- B R S S S ————

vlan-2 2 1 Enabled  Enable d

J 1 1 |
Current assigned metri
is shown as 1. The interface is
operationally down

The corresponding because there are no
interface is configured ports operationally
for DVMRP (i.e., itis up in VLAN 2.

DVMRP-enabled).

Note. Theshow ip dvmrp interface command displays information fal multicast-capable interfaces
(i.e. even interfaces where DVMRP might not be mured).

Globally Enabling DVMRP on the Switch
To globally enable DVMRP on the switch, enter thkofving command:

-> ip dvmrp status enable

Globally Disabling DVMRP
The following command will globally disable DVMRm ahe switch:

-> ip dvmrp status disable

Checking the Current Global DVMRP Status

To view current global DVMRP enable/disable statissyell as additional global DVMRP settings, use
theshow ip dvmrp command. For example:

-> show ip dvmrp

DVMRP Admin Status = enabled, ——— Current global DVMRP status
Flash Interval =5, is shown as enabled.
Graft Timeout =5,

Neighbor Interval =10,

Neighbor Timeout = 35,

Prune Lifetime = 7200,

Prune Timeout =30,

Report Interval = 60,

Route Holddown =120,

Route Timeout =140,

Subord Default = true,

Number of Routes = 20,
Number of Reachable Routes = 18
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Automatic Loading and Enabling of DVMRP Following a System Boot

If any DVMRP command is saved to theot.cfgfile in the post-boot running directory, DVMRP ile
loaded into memory automatically. The post-booning directory refers to the directory the switcii w
use as its running directory following the nextteys boot (i.e., Working or Certified). If the comnth
syntaxip dvmrp status enableis saved to thboot.cfgfile in the post-boot running directory, DVMRP
will be automatically loaded into memoand globally enabled following the next system boair F
detailed information on the Working and Certifiddedtories and how they are used during system, boot
see the “CMM Directory Management” chapter in @raniSwitch AOS Release 6 Swvitch Management
Guide.

Neighbor Communications

Probe messages are sent out periodically on aD¥HdRP interfaces. However, only on the non-tunnel
interfaces are they sent out to the multicast gemgress 224.0.0.4.

Note. Older versions of DVMRP use Route Report messagperform neighbor discovery rather than
the Probe messages used in DVMRP Version 3.

Theip dvmrp neighbor-interval command enables you to configure the intervadeiconds, at which
Probe messages are transmitted. For example, figamnthe Probe interval to ten seconds, enter the
following command:

-> ip dvmrp neighbor-interval 10

Theip dvmrp neighbor-timeout command enables you to configure the number afrskthat the
DVMRP router will wait for activity from a neighbimg DVMRP router before assuming the neighbor is
down. For example, to configure the neighbor timemariod to 35 seconds, enter the following command

-> ip dvmrp neighbor-timeout 35
When the neighbor timeout expires and it is assutiadthe neighbor is down, the following occurs:
¢ All routes learned from the neighbor are immediaggaced in hold down.

¢ |f the neighbor is considered to be the designfirdarder for any of the routes it is advertisiagyew
designated forwarder for each source network icsedl.

¢ |f the neighbor is upstream, any cache entriestapen this upstream neighbor are flushed.
¢ Any outstanding grafts awaiting acknowledgmentstithis neighbor are flushed.
¢ All downstream dependencies received from thishi®ig are removed.

Theip dvmrp neighbor-interval should be set to 10 seconds andiphgvmrp neighbor-timeout should
be set to 35 seconds. This allows fairly early ctéte of a lost neighbor yet provides tolerancelfosy
multicast routers. Both of these values must bedinated between all DVMRP routers on a physical
network segment.

Note. Current global DVMRP parameter values—includingiphdvmrp neighbor-interval value and
theip dvmrp neighbor-timeout value—can be viewed via tls&ow ip dvmrp command. The DVMRP
neighbor table can be viewed via #tew ip dvmrp neighborcommand.
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Routes

In DVMRP, source network routing information is anged in the same basic manner as it is in RIP.
That is to say, periodic Route Report messagesearebetween DVMRP neighbors (by default, every 60
seconds). A Route Report contains the sender’'iurouting table. The routing table contains estri

that advertise a source network (with a mask) ahdpacount that is used as the routing metric. ([{éne
difference between the way routing informationdsteanged in DVMRP and in RIP is that DVMRP
routes are advertised with a subnet mask, whicresm@8/MRP effectively a classless protocol.)

The routing information stored in a DVMRP routiraple is separate from the unicast routing tableisind
used to build source distribution trees and togrerfmulticast forwarding (that is, Reverse Path\ewd-
ing checks).

Theip dvmrp report-interval command enables you to specify the number of secbativeen transmis-
sion of Route Report messages. For example, thefiolg command specifies that a Route Report
message be sent every 60 seconds:

-> ip dvmrp report-interval 60

Theip dvmrp flash-interval command enables you to specify the number of skcbatween transmis-

sion of Routing Table Change messages. RoutingeT@binge messages are sent between transmissions
of the complete routing tables contained in Rowpdit messages. For this reason, the Flash Interval
value must be lower than the Route Report inteival.example:

-> ip dvmrp flash-interval 5

Theip dvmrp route-timeout command enables you to specify the route expirdiinaout value. The
route expiration timeout value determines the nunolbeeconds before a route to an inactive netusork
aged out. For example, the following command specthat the route to an inactive network age out i
140 seconds:

-> ip dvmrp route-timeout 140

Theip dvmrp route-holddown command enables you to specify the number of sectrad DVMRP
routes are kept in a hold-down state. A hold-dotatesrefers to the period of time that a routerténac-
tive network continues to be advertised as unrddeh&/hen a route is deleted (because it expihes, t
neighbor it was learned from goes down, etc.) éeromay be able to reach the source network destrib
by the route through an alternate gateway. Howeénehe presence of complex topologies, often the
alternate gateway may only be echoing back the saute learned via a different path. If this occting
route will continue to be propagated long aftes iho longer valid.

In order to prevent this, it is common in distameetor protocols to continue to advertise a rohé has
been deleted with a metric of infinity for one oora report intervals. This is a hold-down. Whilgsitn
hold-down, a route must only be advertised withirdimity metric. The hold down period is usuallydw
report intervals.

For example, the following command specifies thatroute to an inactive network continue to be adve
tised for 120 seconds:

-> ip dvmrp route-holddown 120

Note. Current global DVMRP parameter values—includingithdvmrp report-interval , ip dvmrp
flash-interval, ip dvmrp route-timeout, andip dvmrp route-holddown values—can be viewed via the
show ip dvmrp command. The DVMRP routes that are being advertis®ther routers can be viewed
via theshow ip dvmrp route command.
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Pruning

DVMRP uses a flood-and-prune mechanism that shgrtdelivering multicast traffic to all routers inet
network. This means that, initially, traffic is ided down a multicast delivery tree. DVMRP routben
prune this flow where the traffic is unwanted. Rwatthat have no use for the traffic send DVMRMEru
messages up the delivery tree to stop the flonnafanted multicast traffic, thus pruning the unwante
branches of the tree. After pruning, a sourceiistion tree for that specific source exists.

However, the source distribution tree that redutisn DVMRP pruning reverts back to the originalidel
ery tree when the prunes time out. When a prunegtiout, traffic is again flooded down the branch.

Theip dvmrp prune-lifetime command sets the period of time that a prunebeilin effect — essen-
tially, the prune’s lifetime. When the prune-life period expires, the interface is joined baclo ¢he
multicast delivery tree. (If unwanted multicasfffiacontinues to arrive at the interface, the mrumecha-
nism is reinitiated and the cycle continues.) Baraple, the following command sets a prune’s lifetito
7200 seconds:

-> ip dvmrp prune-lifetime 7200

Refer to*More About Prunes’below for further information on thip dvmrp prune-lifetime command
and how it affects the lifetime of prunes sent andome cases, received.

Theip dvmrp prune-timeout command sets the Prune packet retransmissiowvattdtis is the dura-
tion of time that the router will wait before raetsanitting a Prune message if it continues to rexeiv
unwanted multicast traffic. For example, the follogrcommand sets the Prune packet retransmission
interval to forty seconds:

-> ip dvmrp prune-timeout 40

Note. Current global DVMRP parameter values—includingithdvmrp prune-lifetime value and the
ip dvmrp prune-timeout value—can be viewed via ts&ow ip dvmrp command. Current DVMRP
prunes can be viewed via tekrow ip dvmrp prune command.

More About Prunes

Prune-Lifetime Values in Sent Prune Packets

The value ofp dvmrp prune-lifetime is set to 7200 seconds (two hours) by defaultle€@hrouters (that
is, routers that have no further downstream dep&ndeiters), the value @ dvmrp prune-lifetime is
inserted into prune packets sent upstream aslitetime value.

However, when a branch router (that is, a routat does have further downstream dependent routers)
sends a prune upstream, the prune-lifetime valseried into the prune packet is the smallest of the
following values:

¢ the value ofp dvmrp prune-lifetime on the sending device

¢ the amount of lifetime that remains for each indiaal prune on the router’s timer queue that was
received for the pruned group. (When a prune isigd®n the router’s timer queue, its lifetime value
decrements until the prune expires.)
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As an example, let's say that the following sitaatexists on a branch routg:dvmrp prune-lifetime is
set to 7200 seconds and three prunes for the pignoegh exist on the router’s timer queue. Theseethr
prunes have remaining lifetimes of 7000 second8)S@&conds, and 4500 seconds. When the branch
router sends a prune upstream for this group, aeplitetime value of 4500 seconds will be inserited
the prune packet.

Prune-Lifetime Expiration Value

You can view the prunes that have been sent viahtbe ip dvmrp prune command. (However, note
that this command does not display received pryifiéee expiration time displayed by tekow ip

dvmrp prune command is the earliest time that the router exypeetiticast traffic for the pruned group to
start arriving. If the expiration time displayseired, the prune has expired but no further multicast
traffic has been received. The expiration value imayeset if multicast traffic is received and ot
prune was sent because no stations downstreantheatraffic.

Received Prunes

When prune packets are received, a timer is setupe receiving device that halts traffic senthe
pruned group on the neighbor that originated thum@r The timer value used is the prune-lifetimeigal
found in the received prune packet. The setting divmrp prune-lifetime on the device that received
the prune is not normally taken into consideratiothis situation.

However, there are times when the settingpafvmrp prune-lifetime can affect the timeout value used
for received prunes. This occurs if the settingpadvmrp prune-lifetime is modified after prunes have
been received. If the new prune-lifetime valueeisslthan the period of time a received prune has be
the router's timer queue, the router will treatphene as if it just expired. This means that noakt traf-
fic may flow to the neighbor even though the nemhthoes not expect the prune to have expired.

Even in cases where modification of ipedvmrp prune-lifetime setting does not cause the received
prunes to expire earlier than specified by theirimal prune-lifetime value, such modification vetlll
cause the prune-lifetime value of received prundsetadjusted to the new value. This means that
received prunes may expire sooner or later thameiighbor expects.

Once the lifetime value of received prunes on theer’s timer queue have been modified per the new
setting ofip dvmrp prune-lifetime, all future incoming prunes will experience norriialer operation
and the prune-lifetime value in the received prpaeket will be used without modification. Outgoing
prunes will use the new value ipfdvmrp prune-lifetime..

For the reasons explained, the valugalvmrp prune-lifetime should only be modified with caution.

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 6-15



Configuring DVMRP Configuring DVMRP

Grafting

A pruned branch will be automatically reattacheth®s multicast delivery tree when the prune timeis o
However, the graft mechanism provides a quickehotto reattach a pruned branch than waiting fer th
prune to time out. As traffic is forwarded, routdrat do not want multicast traffic send Prune ragss to
signal the upstream router to stop sending thédrdff new IGMP membership requests are later inexmk
by the downstream router, the router can send @Grafisages to the upstream router and wait for adkno
edgment (a Graft Ack).

Theip dvmrp graft-timeout command enables you to set the Graft messag@setission value. This
value defines the duration of time that the rout#rwait before retransmitting a Graft messagg ias
not received a Graft-Ack message acknowledgingdt@eviously transmitted Graft message was
received. For example, enter the following to bet®raft message retransmission value to 5 seconds:

-> ip dvmrp graft-timeout 5

Note. Current global DVMRP parameter values, includingithdvmrp graft-timeout value, can be
viewed via theshow ip dvmrp command.

Tunnels

DVMRP networks may use DVMRP tunnels to intercont&o multicast-enabled networks across non-
multicast networks. In a DVMRP tunnel, IP multicasckets are encapsulated in unicast IP packets so
that the multicast traffic can traverse a non-noakt network.

Theip dvmrp tunnel command enables you to add or delete a DVMRP teteeen a specified local
interface name and remote address. Any packetghgenigh the tunnel will be encapsulated in an oute
IP header. For example, the following command waugite a tunnel between local name vlan-2 and
remote address 172.22.2.120:

-> ip dvmrp tunnel vlan-2 172.22.2.120

The local tunnel address must match an existirigté?face on a router that has been configured for
DVMRP. The tunnel’'s remote address must be theltPess of the remote DVMRP router to which the
tunnel is connected.

Important. The tunnel will be operational only when the DVMRiRerface is also operational. To enable
DVMRP on an interface, use tipdvmrp interface. For more information, refer tEnabling DVMRP
on a Specific Interface” on page 6:10

Theip dvmrp tunnel ttl command sets the tunnel’'s Time-To-Live (TTL) valBer example:

-> ip dvmrp tunnel vlan-2 172.22.2.120 ttl 255

Note. Current DVMRP tunnels, including the tunnels’ openaal (OPER) status and TTL values, can be
viewed via theshow ip dvmrp tunnel command. The status of the DVMRP interface canibeed via
theshow ip dvmrp interface command.
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Verifying the DVMRP Configuration

A summary of the show commands used for verifylhregDVMRP configuration is given here:

show ip dvmrp

show ip dvmrp interface
show ip dvmrp neighbor

show ip dvmrp nexthop

show ip dvmrp prune

show ip dvmrp route

show ip dvmrp tunnel

Displays global DVMRP parameters such as adminstéiash interval
value, graft timeout value, neighbor interval valsigbordinate neighbor
status, number of routes, number of routes reaehahd.

Displays the DVMRP interface table, which listsralllticast-capable
interfaces.

Displays the DVMRP neighbor table, which lists adjat DVMRP
routers.

Displays the DVMRP next hop entries table. The @y entries table
lists which VLANSs will receive traffic forwardeddm a designated
multicast source. The table also lists whether &Nlis considered a
DVMRP branch or leaf for the multicast traffic (i.é&s hop type).

Displays the prune table. Each entry in the prabéetlists a pruned
branch of the multicast delivery tree and incluttestime interval
remaining before the current prune state expires.

Displays the DVMRP routes that are being advertteezther routers in
Route Report messages.

Displays DVMRP tunnels. This command lists DVMRRrtal inter-
faces, including both active and inactive tunnels.

For more information about the displays that reoln these commands, see ®wniSwitch AOS

Release 6 CLI Reference Guide.
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7 Configuring PIM

Protocol-Independent Multicast (PIM) is an IP mzdst routing protocol that uses routing information
provided by unicast routing protocols such as RI® @SPF. PIM is “protocol-independent” because it
does not rely on any particular unicast routingqecol.

PIM-Sparse Mode (PIM-SM) contrasts with flood-arrdie dense mode multicast protocols, such as
DVMRP and PIM-Dense Mode (PIM-DM), in that multitésrwarding in PIM-SM is initiated only via
specific requests, referred to Zmn messages. PIM-DM packets are transmitted on the same soaket
PIM-SM packets, as both use the same protocol aessage format. Unlike PIM-SM, in PIM-DM there
are no periodic joins transmitted, only explicitiggered prunes and grafts. In addition, themeois
Rendezvous Point (RP) in PIM-DM. This release afigwu to implement PIM in both the IPv4 and the
IPv6 environments.

Note. This implementation of PIM includes support for 8miSpecific Multicast (PIM-SSM). For more
information on PIM-SSM support, refer tBIM-SSM Support” on page 7-17

In This Chapter

This chapter describes the basic components ofd?idlhow to configure them through the Command
Line Interface (CLI). CLI commands are used in¢befiguration examples; for more details about the
syntax of commands, see tBeniSwitch AOS Release 6 CLI Reference Guide.

Configuration procedures described in this chapigude the following:
e Enabling PIM on the switch—sgmge 7-18

e Enabling PIM on a specific interface—seasge 7-20

e Enabling PIM mode on the switch—s@age 7-21

e Mapping an IP multicast group to a PIM mode—page 7-22

e Configuring Candidate Rendezvous Points (C-RPs)-page 7-24
e Candidate Bootstrap Routers (C-BSRs)—sage 7-25

e Configuring Keepalive period—sgmge 7-28

e Configuring Notification period—segage 7-29

¢ Verifying PIM configuration—sepage 7-31

e Enabling IPv6 PIM on a specific interface—sge 7-35

e Enabling IPv6 PIM mode on the switch—spage 7-36

OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013 page 7-1



In This Chapter Configuring PIM

e Mapping an IPv6 multicast group to a PIM mode—gage 7-37

e Configuring Candidate Rendezvous Points (C-RPHW6 PIM—seepage 7-38
e Configuring Candidate Bootstrap Routers (C-BSR3Pwr6 PIM—seeage 7-39
e Configuring RP-switchover for IPv6 PIM—spage 7-42

e Verifying IPv6 PIM configuration—sepage 7-43

For detailed information about PIM commands, see'iM Commands” chapter in tl@mniSnitch AOS
Release 6 CLI Reference Guide.
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PIM Specifications

PIM Specifications

RFCs Supported

2362—Protocol Independent Multicastrs& Mode

(PIM-SM) Protocol Specification

2934—Protocol Independent Multicast MIB for Ipv4

2932—Ipv4 Multicast Routing MIB

3306—Unicast-Prefix-based IPv6 Multicast Addresses

3569—An Overview of Source-Specific Multicast (SSM)

3973—Protocol Independent Multicast-Dense Mode (PIM
DM)

3376—Internet Group Management Protocol

4601—Protocol Independent Multicast-Sparse Mode
(PIM-SM)

Internet Drafts Supported

draft-ietf-pim-sm-v2-ne@it—Protocol Independent
Multicast — Sparse Mode PIM-SM
draft-ietf-pim-mib-v2-00.txt—Protocol Independent
Multicast MIB includes support for PIM-DM
draft-ietf-pim-sm-bsr-02.txt—Bootstrap Router (BSR)
Mechanism for PIM Sparse Mode
draft-ietf-ssm-arch-04.txt—An Overview of Source-
Specific Multicast (SSM)
draft-ietf-pim-mib-v2-10.txt—Protocol IndependenuM
ticast MIB
draft-ietf-mboned-ip-mcast--mib-02.txt—IP Multicast
MIB
draft-ietf-pim-sm-bsr-10.txt—Bootstrap Router (BSR)
Mechanism for PIM
draft-ietf-pim-bsr-mib-02.txt—PIM Bootstrap RoutkiB

PIM-SM Version Supported

PIM-SMv2

PIM Attributes Supported

Shared trees (also refetweas RP trees), Designated
Routers (DRs), Bootstrap Routers (BSRs), Candidate
Bootstrap Routers (C-BSRs), Rendezvous Points (RPs)
(applicable only for PIM-SM), Candidate Rendezvous
Points (C-RPs)

PIM Timers Supported

C-RP expiry, C-RP holdtime, B-&lvertisement,
Join/Prune, Probe, Register suppression, HelloirExp
Assert, Neighbor liveness

Platforms Supported

OmniSwitch 6850E, 6855, 9000E

Maximum Rendezvous Point (RP)
routers allowed in a PIM-SM domain

100 (default value is 32)

Maximum Bootstrap Routers (BSRs) 1

allowed in a PIM domain

Multicast Protocols per Interface

1 (you cannot éméoth PIM and DVMRP on the same
IP interface)

Valid SSM IPv4 Address Ranges

232.0.0.0 to 232285255

Valid SSM IPv6 Address Ranges

FF3x::/32
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PIM Defaults

The following table lists the defaults for PIM canfration:

Parameter Description Command Default Value/Comments
PIM status ip load pim Disabled
PIM load status - sparse mode ip pim sparse status Disabled
PIM load status - dense mode ip pim dense status Disabled
Priority ip pim ssm group Disabled
Priority ip pim dense group Disabled
C-BSR mask length ip pim cbsr 30 hits
Priority ip pim cbsr 64

Static RP configuration ip pim static-rp Disabled
Priority ip pim candidate-rp 192

C-RP advertisements ip pim candidate-rp 60 seconds
RP threshold ip pim rp-threshold 1

Keepalive timer

ip pim keepalive-period

210 seconds

Maximum RP routers allowed

ip pim max-rps

32

Probe timer ip pim probe-time 5 seconds
Register checksum value ip pim register checksum header
Register suppression timer ip pim register-suppress-timeout 60 seconds
Source, group data timeout ip pim keepalive-period 210 seconds
Switchover to Shortest Path Treeip pim spt status Enabled
(SPT)

Successive state refresh interval ip pim state-refresh-interval 60 seconds
State refresh message limit ip pim state-refresh-limit 0

State refresh ttl ip pim state-refresh-ttl 16

Hello interval ip pim interface 30 seconds
Triggered hello ip pim interface 5 seconds
Join/Prune interval ip pim interface 60 seconds

Hello holdtime

ip pim interface

105 seconds

Join/Prune holdtime

ip pim interface

210 seconds

Prune delay

ip pim interface

500 milliseconds

Override interval

ip pim interface

2500 milliseconds

Designated Router Priority ip pim interface 1

Prune limit interval ip pim interface 60 seconds
Gratft retry interval ip pim interface 3 seconds
Stub ip pim interface Disabled
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PIM Defaults

Parameter Description Command Default Value/Comments

Neighbor loss notification intervalip pim neighbor-loss-notification- 0 seconds
period

Invalid register notification inter- ip pim invalid-register-notification- 65535 seconds

val period

RP mapping natification interval ip pim rp-mapping-notification- 65535 seconds
period

Invalid joinprune notification ip pim invalid-joinprune-notification- 65535 seconds

interval period

Interface election notification ip pim interface-election-notification- 65535 seconds

interval period

PIM-SM status ipv6 pim sparse status Disabled

PIM-DM status ipv6 pim dense status Disabled

Priority ipv6 pim ssm group Disabled

Priority ipv6 pim dense group Disabled

Candidate-BSR ipv6 pim cbsr 64 bits

Hash mask length ipv6 pim cbsr 126

Static RP configuration ipv6 pim static-rp Disabled

Priority ipv6 pim candidate-rp 192

C-RP advertisements ipv6 pim candidate-rp 60 seconds

RP ipv6 pim rp-switchover Enabled

Switchover to Shortest Path Treeipv6 pim spt status Enabled

(SPT)

Hello interval ipv6 pim interface 30 seconds

Triggered hello ipv6 pim interface 5 seconds

Join Prune interval ipv6 pim interface 60 seconds

Hello holdtime ipv6 pim interface 105 seconds

Join Prune holdtime ipv6 pim interface 210 seconds

Prune delay ipv6 pim interface 500 milliseconds

Override interval ipv6 pim interface 2500 milliseconds

Designated Router Priority ipv6 pim interface 1

Prune limit interval ipv6 pim interface 60 seconds

Gratft retry interval ipv6 pim interface 3 seconds

Stub ipv6 pim interface Disabled
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Quick Steps for Configuring PIM-DM

Note. PIM requires that IP Multicast Switching (IPMS)aeabled. IPMS is automatically enabled when a
multicast routing protocol (either PIM or DVMRP)ésabled globally and on an interfaarel when the
operational status of the interfacais However, if you wish to manually enable IPMS ba switch, use
theip multicast status command.

1 Manually load PIM into memory by entering the folilmg command:
-> ip load pim

2 Create an IP router interface on an existing VLAdihg theip interface command. For example:
-> ip interface vlan-2 address 178.14.1.43 vlan 2

3 Enable PIM on the interface using tipepim interface command. Note that the IP interface on which
PIM is enabled must already exist in the switchfigumation. For example:

-> ip pim interface vlan-2

4 Map the PIM-Dense Mode (DM) protocol for a multicgsoup using th@ pim dense group
commandFor example:

-> ip pim dense group 224.0.0.0/4

5 Globally enable the PIM protocol by entering thibdiwing command. By default, PIM protocol status
is disabled.

-> ip pim dense status enable
6 Save your changes to the Working directolyo®t.cfg file by entering the following command:

-> write memory

Note. Optional. To verify PIM interface status, enter tsigow ip pim interfacecommand. The display is
similar to the one shown here:

-> show ip pim interface
Total 1 Interfaces

Interface Name IP Address  Designated Hello J/P  Oper
Router Interval Interval Status
+ + -+ + +
tesvl 50.1.1.1 50.1.1.1 100 10 disabled

To verify global PIM status, enter tsow ip pim sparseor show ip pim densecommand. The display
for sparse mode is similar to the one shown here:

-> show ip pim sparse

Status = enabled,
Keepalive Period =210,

Max RPs =32,

Probe Time =5,

Register Checksum = header,
Register Suppress Timeout = 60,
RP Threshold =1,

SPT Status = enabled,
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The display for dense mode is similar to the or@whhere:

-> show ip pim dense

Status = enabled,
Source Lifetime =210,

State Refresh Interval =60,
State Refresh Limit Interval = 0,
State Refresh TTL =16

(additional table output not shown)

For more information about these displays, seé¢Rild Commands” chapter in th@mniSwitch AOS
Release 6 CLI Reference Guide.
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PIM Overview

Protocol-Independent Multicast (PIM) is an IP mzdst routing protocol that uses routing information
provided by unicast routing protocols such as RI® @SPF. Note that PIM is not dependent on any
particular unicast routing protocol.

Downstream routers must explicitly join PIM disuitibn trees in order to receive multicast streams o
behalf of receivers or other downstream PIM rout€hss paradigm of receiver-initiated forwarding
makes PIM ideal for network environments where iseregroups are thinly populated and bandwidth
conservation is a concern, such as in wide aresonks (WANS).

Note. The OmniSwitch supports PIM-DM and PIM-SMv2 buhi® compatible with PIM-SMv1.

PIM-Sparse Mode (PIM-SM)

Sparse mode PIM (PIM-SM) contrasts with flood-amdre dense mode multicast protocols, such as
DVMRP and PIM-Dense Mode (PIM-DM), in that multitésrwarding in PIM is initiated only via
specific requests, referred to Jmn messages.

The following sections provide basic descriptiomskey components used when configuring a PIM-SM
network. These components include the following:

¢ Rendezvous Points (RPs) and Candidate Rendezvainits PO-RPs)
e Bootstrap Routers (BSRs) and Candidate BootstrajeR® (C-BSRS)
¢ Designated Routers (DRS)

e Shared Trees, also referred to as Rendezvous Peias (RPTS)

¢ Avoiding Register Encapsulation

Rendezvous Points (RPs)

In PIM-SM, shared distribution trees are rooted abmmon forwarding router, referred to as a Rendez
vous Point (RP). The RP unencapsulates Registesages and forwards multicast packets natively down
established distribution trees to receivers. Tlselting topology is referred to as the RP Tree (RPT

For an illustrated example of an RPT and the Rélisin a simple PIM-SM environment, refer‘®hared
(or RP) Trees” on page 7-9
Candidate Rendezvous Points (C-RPs)

A Candidate Rendezvous Point (C-RP) is a PIM-enabled routsrsbnds periodic C-RP advertisements
to the Bootstrap Router (BSR). When a BSR receav€sRP advertisement, the BSR may include the C-
RP in its RP-set. For more information on the B8R RP-set, refer tpage 7-9
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Bootstrap Routers (BSRs)

The role of a Bootstrap Router (BSR) is to keefemaiin the network up to date on reachable C-RRs.
BSR’s list of reachable C-RPs is also referredstarsRP set. There is only one BSR per PIM domain.
This allows all PIM routers in the PIM domain t@wi the same RP set.

A C-RP periodically sends out messages, know@-BP advertisements. When a BSR receives one of
these advertisements, the associated C-RP is evadideachable (if it has a valid route). The BSéht
periodically sends its RP set to neighboring rauterthe form of @ootstrap message.

Note. For information on viewing the current RP set, sege 7-27

BSRs are elected from the Candidate Bootstrap Ro(@®BSRs) in the PIM domain. For information on
C-BSRs, refer to the section below.

Candidate Bootstrap Routers (C-BSRs)

A Candidate Bootstrap Router (C-BSR) is a PIM-enabled routat ts eligible for BSR status. To become

a BSR, a C-BSR must becorected. A C-BSR sends Bootstrap messages to all neighdpoouters. The
messages include its IP address—which is used @eatifier—and its priority level. The C-BSR with
the highest priority level is elected as the BSRtbyeighboring routers. If two or more C-BSRs d&dive
same priority value, the C-BSR with the highesatllress is elected as the BSR.

For information on configuring C-BSRs, includingBSR priority levels, refer t6Candidate Bootstrap
Routers (C-BSRs)” on page 7-25

Designated Routers (DRs)

There is only one Designated Router (DR) used pét..lWhen a DR receives multicast data from the
source, the DR encapsulates the data packetshmt@dgister messages, which are in turn sent tBfhe
Downstream PIM routers express interest in recgiwnlticast streams on behalf of a host via explici
Join/Prune messages originating from the DR arettid to the RP.

The DR for a LAN is selected by an election procé@$ss election process takes into account the DR
priority of each PIM neighbor on the LAN. If multgneighbors share the same DR priority, the neghb
with the highest IP address is elected. iphgim interface command is used to specify the DR priority
on a specific PIM-enabled interface. Note thatrepriority is taken into account only if all ofétPIM
neighbors on the LAN are using the DR priority optin their Hello packets.

For an illustrated example of the DR’s role inrale PIM environment, refer t&Shared (or RP) Trees”
on page 7-9

Shared (or RP) Trees

Shared distribution trees are also referred toR$r&es (or RPTs) because the routers in thellisivn
tree share a common Rendezvous Point (RP). Thenoly diagrams illustrate a simple RP tree in a
PIM-SM domain.

In this example, a multicast receiver (Receiveudds IGMP to express interest in receiving multicas
traffic destined for a particular multicast grodyfter getting the IGMP Join request, the receiv@®&sig-
nated Router (DR) then passes on the requestg ifothn of a PIMJoin message, to the RP.
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Note. The Join message is known as a (*,G) join becaysms group G for all sources to that group.

" Sender 1
= 2 SN
ZES RS
-
Receiver Designated
Router (DR
IS S
RP Router
Legend
7 IGMP Join from Receiveim wm -»
" Receiver 1 PIM Join Message from DRl

Note. Depending on the network configuration, multipletters may exist between the receiver’'s DR and
the RP router. In this case, the (*, G) Join mesgeayels hop-by-hop toward the RP. In each raaltang
the way, the multicast tree state for group G $antiated. These Join messages converge on the RP
form a distribution tree for group G that is rootddhe RP.
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Sender 1 sends multicast data to its DesignateteR@DR). The source DR themicast-encapsul ates the
data into PIM-SM Register messages and sends thamthe RP.

" Sender 1

Source Designated
Router (DR)

Receiver Designated
Router (DR)

Legend

Native Multicast Dates mm m u u u -

Encapsulated Datam w mm = sl

Receiver PIM Join Messaga—»

Once the distribution tree for group G is learnetha RP, the encapsulated data being sent from the
source DR are now unencapsulated at the RP an@ifded natively to the Receiver.

Source Designated

i Router (DR)
u
Receiver Designated
Router (DR)
= N 2
m Il....llllll@ %%
RP Router
Legend

Native Multicast Datom mm m m = = g
Encapsulated Datam w mem w sl
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Avoiding Register Encapsulation

Switching to a Shortest Path Tree (SPT) topolotpynad PIM routers to avoid Register encapsulation of
data packets that occurs in an RPT. Register enljms is inefficient for the following reasons:

e The encapsulation and unencapsulation of Registssages tax router resources. Hardware routing
does not support encapsulation and unencapsulation.

* Register encapsulation may require that data trawveecessarily over long distances. For example,
data may have to travel “out of their way” to the Before turning back down the shared tree in order
to reach a receiver.

For some applications, this increased latency éesimable. There are two methods for avoiding tegis
encapsulation: RP initiation of (S, G) source-sfiedioin messages and switchover to a ShortestRath
(SPT). For more information, refer to the sectibebow.

PIM-Dense Mode (PIM-DM)

PIM-DM is a multicast routing protocol that defin@snulticast routing algorithm for multicast groups
densely distributed across a network. PIM-DM usesunderlying unicast routing information base to
flood multicast datagrams to all multicast routésine messages are used to prevent future messages
from propagating to routers with no group membergtfiormation. It employs the same packet formats a
PIM-SM.

PIM-DM assumes that when a multicast source ssargling, all downstream systems receive multicast
datagrams. Multicast datagrams are initially flodd¢ie all network areas. PIM-DM utilizes ReversehPat
Forwarding to prevent looping of multicast datagsamhile flooding. If some areas of the network @b n
have group members, PIM-DM will prune off the fordiamg branch by instantiating the prune state.

PIM-DM differs from PIM-SM in two essential ways:
e There are no periodic joins transmitted, only eipli triggered prunes and grafts.

¢ There is no Rendezvous Point (RP). This is paditylimportant in networks that cannot tolerate a
single point of failure.

Note. A PIM router cannot differentiate a PIM-DM neighlaond a PIM-SM neighbor based on Hello
messages, and PIM-DM is not intended to interaetctly with a PIM-SM router.
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RP Initiation of (S, G) Source-Specific Join Message

When the data rate at the Rendezvous Point (RReesche configured RP threshold value, the RP will
initiate a (S, G) source-specific Join message tdlze source.

Legend

Encapsulated Data Exceeding RP Thresmoisl >

Source-Specific JOIN mm = = w = = *

Native Traffic »

Source-Specific Join

Note. To configure the RP threshold value, useithgim rp-threshold command.
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When the Sender’s DR receives the (S,G) Joinnidselata natively as well. When these data packets
arrive natively at the RP, the RP will be receiving copies of each of these packets—one natively and
one encapsulated. The RP drops the register-erlasgpackets and forwards only the native packets.

Legend:

Register-Encapsulated Traffios m m m m = >

Native Traffic »

DR
The RP receives both native and
encapsulated data. It drops the
encapsulated data and forwards only
the native packets.
Receiver

A register-stop packet is sent back to the send@R<o prevent the DR from unnecessarily encapisigat
the packets. Once the register-encapsulated paaietiscontinued, the packets flow natively frdwa t
sender to the RP—along the source-specific tréleet®RP and, from there, along the shared tred to al

receivers.
Legend
Sender Register-Stop lIIIlIIIIIIIIIIIII*
Native Traffic »

The Sender’s DR stops sending register-
encapsulated packets once it receives
the Register-Stop packet. The DR no
sends only native traffic.

Receiver

Because packets are still forwarded along the dhtaee from the RP to all of the receivers, thissinot
constitute a true Shortest Path Tree (SPT). Foiymegeivers, the route via the RP may involve aifiig
cant detour when compared with the shortest path the source to the receivers.
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SPT Switchover

The last hop Designated Router (DR) initiates thigchover to a true Shortest Path Tree (SPT) ohee t
DR receives the first multicast data packet. Thighnd does not use any preconfigured thresholds, su
as RP threshold (as described above). Insteagdwtitehover is initiated automaticallgs long as the SPT
statusis enabled on the switch.

Important. SPT status must be enabled for SPT switchoverdoroSPT status is enabled by default. If
the SPT status is disabled, the SPT switchovemwiiloccur. The SPT status is configured via the
ip pim spt statuscommand. To view the current SPT status, ussltbas ip pim sparsecommand.

Upon receiving the first multicast data packet, It hop DR issues a (S, G) source-specific Join
message toward the source.

Legend.

Multicast Traffic »

Source-Specific JOiN mm = m=—m = -—= *

SPT switchover is enabled at th
last hop DR; the switchover ig|
initiated upon receiving the fir:
multicast data packet.

—

Receiver
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Once the Sender’s DR receives the (S,G) Join mestag DR sends the multicast packets nativelygalon
the Shortest Path Tree. At this point, Router X (thuter shown between the Sender’'s DR and the
Receiver's DR) will be receiving two copies of timelticast data—one from the SPT and one from the

RPT. This router drops the packets arriving viaRtetree and forwards only those packets arriviag v
the SPT.

Traffic is received on this routé
from both the SPT and RPT.

=

Receiver

An (S, G, RPT) Prune message is sent toward théARB.result, traffic destined for this group frdinis
particular source will no longer be forwarded alding RPT. The RP will still receive traffic frometh
Source. If there are no other routers wishing teire data from the source, the RP will send an

(S, G) Prune message toward the source to stoprinégjuested traffic.
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page 7-16 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Configuring PIM PIM Overview

The Receiver is now receiving multicast trafficredathe Shortest Path Tree between the Receivethand
Source.

Receiver

PIM-SSM Support

Protocol-Independent Multicast Source-Specific Makt (PIM-SSM) is a highly-efficient extension of
PIM. SSM, using an explicit channel subscriptiondelp allows receivers to receive multicast traffic
directly from the source; an RP tree model is rsetdu In other words, a Shortest Path Tree (SPWdaat
the receiver and the source is created withoutisigeof a Rendezvous Point (RP).

By default, PIM software supports Source-Specifidtidast. No additional user configuration is raedi
PIM-SSM is automatically enabled and operationdbag as PIM is loaded (sgage 7-% and IGMPv3
source-specific joins are received within the SSMrass range.

For detailed information on PIM-SSM and Source-$#pebulticast, refer to the IETF Internet Drafts
draft-ietf-pim-sm-v2-new-05.txt and draft-ietf-ssanch-04.txt, as well as RFC 3569, “An Overview of
Source-Specific Multicast (SSM).”

Note. For networks using IGMP proxy, be sure that the F5ptoxy version is set to Version 3.
Otherwise, PIM-SSM will not function. For informati on configuring the IGMP version, refer to the
multicast version command.

Source-Specific Multicast Addresses

The multicast address range from 232.0.0.0 thr@8$h255.255.255 have been reserved by the Internet

Assigned Numbers Authority (IANA) as Source-Specilulticast (SSM) destination addresses. The
PIM-Source-Specific Multicast (SSM) mode for théadadt SSM address range is not enabled automati-
cally and needs to be configured manually to supp8M. Addresses within this range are reserved for
use by source-specific applications and protoalg. (PIM-SSM). These addresses cannot be used for
any other functions or protocols. However, you almo map additional multicast address ranges ®r th
SSM group.
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Configuring PIM

Enabling PIM on the Switch

By default, PIM protocol is disabled on a switckef@e running PIM, you must enable the protocol by
completing the following steps:

¢ Verifying the software
e |oading PIM into memory
e Enabling PIM on desired IP interfaces

e Enabling PIM globally on the switch

Note. These steps are common for enabling PIM in the Bdarell as IPv6 environments.

For information on completing these steps, refeh&sections below.

Verifying the Software

Before you can begin configuring PIM, the advanaading image must be present in an OmniSwitch’s
current running directory (i.e., Working or Ceifi).

To identify the current running directory (alsoewtd to asunning configuration), use the
show running-directory command. For example:

-> show running-directory
CONFIGURATION STATUS

Running CMM : PRIMARY,
CMM Mode : MONO CMM,
Current CMM Slot TA,

Running configuration : WORKING,
Certify/Restore Status : CERTIFY NEEDED
SYNCHRONIZATION STATUS

Running Configuration : SYNCHRONIZED,
NIs Reload On Takeover :NONE

(additional table output not shown)

To view the software contents of the current rugrdirectory, use this command. A display similar to
the following will display on OmniSwitcktackable switches. If you are currently in thet ftash, be
sure to include the current running directory ia tommand line. In this example, the current rugnin
directory is the Working directory.
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-> |s working
Listing Directory /flash/working:

drw 2048 Jan 1 04:37 ./
drw 2048 Jan 1 05:58 ../
-rw 164 Jan 1 04:32 boot.cfg

-rw 662998 Jan 1 04:36 Kadvrout.img —— TheKadvrout.img file is present
-rw 2791518 Jan 1 04:36 Kbase.img in the current running configuration
-rw 296839 Jan 1 04:36 Kdiag.img (in this case, Working).

-rw 698267 Jan 1 04:37 Keni.img
-rw 876163 Jan 1 04:37 Kos.img

(additional table output not shown)

Note. The output on OmniSwitch standalone or chassisebaséches is similar.

Loading PIM into Memory

You must load PIM into memory before you can beginfiguring the protocol on the switch. If PIM is
not loaded and you enter a configuration commarafdllowing message displays:

ERROR: The specified application is not loaded
To dynamically load PIM into memory, enter the deling command:

-> ip load pim

Enabling IPMS

PIM requires that IP Multicast Switching (IPMS) éeabled. IPMS is automatically enabled when a
multicast routing protocol (either PIM or DVMRP)ésabled globally and on an interfaarel the opera-
tional status of the interface is up. If you wishmtanually enable IPMS on the switch, use the

ip multicast statuscommand.
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Checking the Current IPMS Status

To view the current status of IPMS on the switcde theshow ip multicastcommand.

For example:
-> show ip multicast
Status: Enabl ed
Querying: Disab led
Proxying: Disab led
Spoofing: Disab led
Zapping: Disab led
Querier Forwarding: Disab led
Version: 2
Robustness: 2
Query Interval (seconds): 125

Query Response Interval (tenths of seconds): 100
Last Member Query Interval(tenths of seconds):10

Unsolicited Report Interval(seconds): 1
Router Timeout (seconds): 920
Source Timeout (seconds): 30

Enabling PIM on a Specific Interface

PIM must be enabled on an interface usindphgm interface command. An interface can be any IP
router interface that has been assigned to anrex8LAN. For information on assigning a routerémt
face to a VLAN, refer to the “Configuring IP” chaptin theOmni Svitch AOS Release 6 Network Config-

uration Guide.

To enable PIM on a specific interface, useithgim interface command. By default, PIM is disabled on
an interface. The interface identifier used in¢benmand syntax is the valid interface name of astiex
VLAN IP router interface. For example:

-> ip pim interface vlan-2

Note. Only one multicast routing protocol is supported ipgerface. This means that you cannot enable
both DVMRP and PIM on the same interface.

Disabling PIM on a Specific Interface

To disable PIM on a specific IP interface, userthap pim interface command. Be sure to include the
name of the interface. For example:

->no ip pim interface vlan-2
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Viewing PIM Status and Parameters for a Specific Interface

To view the current PIM interface information—whiicitiudes IP addresses for PIM-enabled interfaces,
Hello and Join/Prune intervals, and current openati status—use trehow ip pim interface command.

For example:

-> show ip pim interface
Total 1 Interfaces

Interface Name IP Address  Designated Hello J/P  Oper
Router Interval Interval Status
+ + -+ + +
tesvl 50.1.1.1 50.1.1.1 100 10 disabled
| |

The IP address of the Designated
Router for the interface is displayed.

The Interface Name used to identify
the PIM enabled interface is listed in
the PIM interface table.

Enabling PIM Mode on the Switch

To globally enable PIM-Sparse Mode on the switde theip pim sparse statuscommand. Enter the
command syntax as shown below:

-> ip pim sparse status enable

To globally enable PIM-Dense Mode on the switcle theeip pim dense statuscommand. Enter the
command syntax as shown below:

-> ip pim dense status enable

Disabling PIM Mode on the Switch

To globally disable PIM-Sparse Mode on the switede thdp pim sparse statuscommand. Enter the
command syntax as shown below:

-> ip pim sparse status disable

To globally disable PIM-Dense Mode on the switcte thep pim dense statuscommand. Enter the
command syntax as shown below:

-> ip pim dense status disable
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Checking the Current Global PIM Status

To view current global PIM enable/disable statgswall as additional global PIM settings, useghew
ip pim sparseor show ip pim densecommand. For example:

-> show ip pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Checksum = header,
Register Suppress Timeout = 60,
RP Threshold =1,

SPT Status = enabled,
-> show ip pim dense

Status = enabled,
Source Lifetime =210,
State Refresh Interval =60,
State Refresh Limit Interval =0,
State Refresh TTL =16

Mapping an IP Multicast Group to a PIM Mode

PIM mode is an attribute of the IP multicast grao@pping and cannnot be configured on an interface
basis. The Dense mode or Source-Specific Multicexte can be configured only on a multicast group
basis.

Mapping an IP Multicast Group to PIM-DM

To statically map an IP multicast group(s) to PIMfi3e mode (DM), use tliye pim dense group
command. For example:

-> ip pim dense group 224.0.0.0/4 priority 50

This command entry maps the multicast group 22401Qo0 PIM-DM and specifies the priority value to
be used for the entry as 50. This priority spesiflee preference value to be used for this statifigura-
tion and provides fine control over which configiima is overridden by this static configuratidfalues
may range from 0 to 128. If the priority option leeen defined, a value of 65535 can be used td these
priority.

You can also use theverride parameter to specify whether or not this statidfiguration overrides the
dynamically learned group mapping information toe specified group. As specifying the priority valu
obsoletes theverride option, you can use only tipgiority parameter or theverride parameter. By
default, thepriority option is not set and tteverride option is set to false.

Use theno form of this command to remove a static configorabf a dense mode group mapping.

->no ip pim dense group 224.0.0.0/4

Mapping an IP Multicast Group to PIM-SSM

To statically map an IP multicast group(s) to Plgu&e-Specific Multicast mode (SSM), you can uge th
ip pim ssm groupcommand. For example:

-> ip pim ssm group 224.0.0.0/4 priority 50
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This command entry maps the multicast group 2240100 PIM-SSM and specifies the priority value to
be used for the entry as 50. This priority spesiftee preference value to be used for this statifigura-
tion and provides fine control over which configiima is overridden by this static configuratidfalues
may range from 0 to 128. If the priority option Heeen defined, a value of 65535 can be used td these
priority.

You can also use theverride parameter to specify whether or not this statidfiguration overrides the
dynamically learned group mapping information toe specified group. As specifying the priority valu
obsoletes theverride option, you can use only tipgiority parameter or theverride parameter. By
default, thepriority option is not set and tleverride option is set to false.

Use theno form of this command to remove a static configorabf a SSM mode group mapping.
->no ip pim ssm group 224.0.0.0/4

The default SSM address range (232.0.0.0 througtP83.255.255) reserved by the Internet Assigned
Numbers Authority is not enabled automatically BdlM-SSM and must be configured manually to
support SSM. You can also map additional multiealstress ranges for the SSM group. However, the
multicast groups in the reserved address rangbeamapped only to the SSM mode.

Verifying Group Mapping
To view PIM-DM group mappings, use tekow ip pim dense groupgcommand. For example:

-> show ip pim dense group

Group Address/Pref Length  Mode Override Preceden ce Status
S — + R ——
224.0.0.0/4 dm false none enabled

To view PIM-SSM mode group mappings, useghew ip pim ssm groupcommand. For example:

-> show ip pim ssm group

Group Address/Pref Length  Mode Override Preceden ce Status
S — + R ——
224.0.0.0/4 ssm false none enabled

Avutomatic Loading and Enabling of PIM after a System Reboot

If any PIM command is saved to theot.cfgfile in the post-boot running directory, the svaitwill auto-
matically load PIM into memory. The post-boot rumiirectory is the directory the switch will useits
running directory after the next switch reboot.(iWorking or Certified).

If the command syntaip pim sparse status enabl®rip pim dense status enablés saved to the
boot.cfgfile in the post-boot running directory, the switwill automatically load PIM into memognd
globally enable PIM the next time the switch relsoéior detailed information on the Working and Gert
fied directories and how they are used, see theMIMrectory Management” chapter in tlenniSnitch
AOS Release 6 Switch Management Guide.
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PIM Bootstrap and RP Discovery
Before configuring PIM-SM parameters, please carside following important guidelines.

For correct operation, every PIM-SM router withiRB-SM domain must be able to map a particular
multicast group address to the same Rendezvous fRi). Otherwise, some receivers in the domaih wil
not receive some groups. Two mechanisms are suggpfmt multicast group address mapping:

e Bootstrap Router (BSR) Mechanism
e Static RP Configuration

The chosen multicast group address mapping mechastisuld be used consistently throughout PIM-SM
domain. Any RP address configured or learmedt be a domain-wide reachable address.

Configuring a C-RP

Note. If you attempt to configure an interface that i$ RtV enabled as a C-RP, you will receive the
following error message:

ERROR: PIM is not enabled on this Interface

For information on enabling PIM on an interfacderdo page 7-20

To configure the local router as the Candidate-Rewndus Point (C-RP) for a specified IP multicast
group(s), us¢heip pim candidate-rp command. For example:

-> ip pim candidate-rp 50.1.1.1 224.16.1.1/32 prior ity 100 interval 100

This configures the switch to advertise the adds@s$.1.1 as the C-RP for the multicast group 224.1
with a mask of 255.255.255.255, set the prioritseldor this entry to 100, and set the intervalaich the
C-RP advertisements are sent to the Bootstrap Rtufi0.

Use theno form of this command to remove the associatiothefdevice as a C-RP for a particular multi-
cast group.

->no ip pim candidate-rp 50.1.1.1 224.16.1.1/32

The switch will advertise itself as a C-RP for theplicitly defined multicast group. If no C-RP adds is
defined, the switch will not advertise itself a€-&P for any groups. Only one RP address is supgort
per switch. If multiple candidate-RP entries aréiral, they must use the same RP address

The C-RP priority is used by a Designated Routalet@rmine the RP for a particular group. The fxior
level may range from 0 to 192. The lower the nuoawalue, the higher the priority. The defaulopity
level for a C-RP is 0 (highest). If two or more ®£Rhave the same priority value and the same hash
value, the C-RP with the highest IP address ictsdeby the DR.

Verifying C-RP Configuration

Check the C-RP address, priority level, and exptiailticast group information using tsow ip pim
candidate-rp command, as follows:

-> show ip pim candidate-rp

RP Address Group Address Priority Interv al Status
+ + T [ ——
172.21.63.11 224.0.0.0/4 192 60 enabled
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The group address is listed as 224.0.0.0. The Elagoup mask (255.255.255.255) has been translated
into the Classless Inter-Domain Routing (CIDR) prégngth of /4. The C-RP is listed as 172.21.63.11
The status is enabled.

Specifying the Maximum Number of RPs

You can specify the maximum number of RPs allowed PIM-SM domain. (The switch’s default value
is 32.)

Important. PIM must be globally disabled on the switch befdranging the maximum number of
RPs. To disable PIM, use tigepim sparse statuscommand. Se&isabling PIM Mode on the Switch”
on page 7-2%or more information.

The maximum number of allowed RPs can range fram100. To specify a maximum number of
RPs, use thg pim max-rps command. For example:

-> ip pim max-rps 12

Note. This command is used with both IPv4 and IPv6 PIM:$MM-SM must be disabled before chang-
ing max-rps value.

Verifying Maximum-RP Configuration
Check the maximum number of RPs usingghew ip pim sparsecommand. For example:

-> show ip pim sparse

Status = enabled,
Keepalive Period =210,

Max RPs =32,

Probe Time =5,

Register Checksum = header,
Register Suppress Timeout = 60,
RP Threshold =1,

SPT Status = enabled,

For more information about these displays, seéRhid Commands” chapter in th@mniSvitch AOS
Release 6 CLI Reference Guide.

Candidate Bootstrap Routers (C-BSRs)

A Candidate Bootstrap Router (C-BSR) is a PIM-SMNi#ad router that is eligible for Bootstrap Router
(BSR) status. To become a BSR, a C-BSR mustdoted. A C-BSR sends Bootstrap messages to all
neighboring routers. The messages include its tfPemd—which is used as an identifier—and its pyiori
level. The C-BSR with the highest priority leveleiected as the BSR by its neighboring routerthdfe

are multiple C-BSRs with the same highest priotityg C-BSR with the highest IP address will become
the BSR.

For information on configuring a C-BSR, refer‘@onfiguring a C-BSRbelow.
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Configuring a C-BSR

You can use thg pim cbsr command to configure the local router as the aatdiBSR for PIM
domain. For example:

-> ip pim cbsr 50.1.1.1 priority 100 mask-length 4

This command specifies the router to use its laddress 50.1.1.1 for advertising it as the canei&8R
for that domain, the priority value of the localter as a C-BSR to be 100, and the mask-lengthighat
advertised in the bootstrap messages as 4. The whlhe priority is considered for the selectidrCo
BSR for PIM domain. The higher the value, the highe priority.

Use theno form of this command to remove the local routeesididacy as the BSR. For example:
->no ip pim cbsr 50.1.1.1

Verifying the C-BSR Configuration

Check the C-BSR and information about priority amask-length using thehow ip pim cbsrcommand
as follows:

-> show ip pim cbsr

CBSR Address =214.0.0.7,
Status = enabled,
CBSR Priority =0,

Hash Mask Length =30,
Elected BSR = False,
Timer = 00h:00m:00s

For more information about these displays, se¢Rild Commands” chapter in themniSwvitch AOS
Release 6 CLI Reference Guide.

Bootstrap Routers (BSRs)

As described in th&PIM Overview” section, the role of a Bootstrap Router (BSRdikeep routers in the
network “up to date” on reachable Candidate RenolezWoints (C-RPs). BSRs are elected from a set of
Candidate Bootstrap Routers (C-BSRs). Refgraipe 7-%or more information on C-BSRs.

Reminder. For correct operation, all PIM-SM routers withif?BV-SM domain must be able to map a
particular multicast group address to the same &amalis Point (RP). PIM-SM provides two methods for
group-to-RP mapping. One method is the Bootstrapté&anechanism, which also involves C-RP adver-
tisements, as described in this section; the ottethod is static RP configuration. Note that, dtist RP
configuration is enabled, the Bootstrap mechanisth@RP advertisemensse automatically disabled.

For more information on static RP status and camégon, refer to “Configuring Static RP Groups”
below.

A C-RP periodically sends out messages, know@-BP advertisements. When a BSR receives one of
these advertisements, the associated C-RP is evadideachable (if a valid route to the networlstsyi
The BSR then periodically sends an updated listathable C-RPs to all neighboring routers in tmenf
of aBootstrap message.
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The list of reachable C-RPs is also referred tardRP set. To view the current RP set, use the
show ip pim group-mapcommand. For example:

-> show ip pim group-map

Origin  Group Address/Pref Length RP Address Mode Precedence
+ + E B

BSR 224.0.0.0/4 172.21.63.11 asm 192

BSR 224.0.0.0/4 214.0.0.7 asm 192

Static  232.0.0.0/8 ssm

For more information about these displays, se¢Rild Commands” chapter in themniSwvitch AOS
Release 6 CLI Reference Guide.

Note. There is only one BSR per PIM-SM domain. ThiswB all PIM-SM routers in PIM-SM domain to
view the same list of reachable C-RPs.

Configuring Static RP Groups

A static RP group is used in the group-to-RP mappigorithm. To specify a static RP group, use the
ip pim static-rp command. Be sure to enter a multicast group addaesorresponding group mask, and a
32-bit IP address for the static RP in the commared For example:

-> ip pim static-rp 224.0.0.0/4 10.1.1.1 priority 1 0

This command entry maps all multicast groups 224004 to the static RP 10.1.1.1 and specifies the
priority value to be used for the static RP confedion as 10. This priority value provides fine toh
over which configuration is overridden by this staionfiguration. If the priority option has beeefided,
a value of 65535 can be used to unset the priority.

You can also specify this static RP configuratiomverride the dynamically learned RP information f
the specified group using tlweerride parameter. As specifying the priority value obteddaheoverride
option, you can use either thdority oroverride parameter only.

Use theno form of this command to delete a static RP comfigan.

->no ip pim static-rp 224.0.0.0/4 10.1.1.1

PIM-Source-Specific Multicast (SSM) mode for théadgt SSM address range (232.0.0.0 through
232.255.255.255) reserved by the Internet Assighadbers Authority is not enabled automatically and
must be configured manually to support SSM. Youaan map additional multicast address ranges for
the SSM group. However, the multicast groups inrdserved address range can be mapped only to the
SSM mode.

Note. If static RP status is specified, the method faugrto-RP mapping provided by the Bootstrap
mechanism and C-RP advertisemestutomatically disabled. For more information on this alternate
method of group-to-RP mapping, refemptage 7-26
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Verifying Static-RP Configuration
To view current Static RP Configuration settingse theshow ip pim static-rp command. For example:

-> show ip pim static-rp

Group Address/Pref Length RP Address Mode Ove rride Precedence Status
+ e S — S Se—
224.0.0.0/4 172.21.63.11 asm fal se none enabled
Group-to-RP Mapping

Using one of the mechanisms described in the sectdbove, a PIM-SM router receives one or more
possible group-range-to-RP mappings. Each mappiagifies a range of multicast groups (expressed as
group and mask), as well as the RP to which suchpy should be mapped. Each mapping may also have
an associated priority. It is possible to receivdtiple mappings—all of which might match the same
multicast group. This is the common case with ti&kBnechanism. The algorithm for performing the
group-to-RP mapping is as follows:

1 Perform longest match on group-range to obtaistaofi RPs.

2 From this list of matching RPs, find the one while highest priority. Eliminate any RPs from the lis
that have lower priorities.

3 If only one RP remains in the list, use that RP.

4 If multiple RPs are in the list, use the PIM-SM Ihésnction defined in the RFC to choose one. The RP
with the highest resulting hash value is then ch@sethe RP. If more than one RP has the samesgtighe
hash value, then the RP with the highest IP addsedsosen.

This algorithm is invoked by a DR when it needslébermine an RP for a given group, such as when
receiving a packet or an IGMP membership indication

Configuring Keepalive Period

You can specify the duration for the Keepalive Timsing the ip pim keepalive-period command. This i
the period during which the PIM router will maimdiS,G) state in the absence of explicit (S,G)lloca
membership of (S,G) Join messages received to aiaiit For example,

-> ip pim keepalive-period 500
The above example configures the keepalive peisdsD@ seconds. The default value is 210.

This timer is called the Keepalive period and Selrifetime period in PIM-SM specification and PIM-
DM specification, respectively.

Note. The value configured by the above command is comfmoRIM in the IPv4 as well as IPv6 envi-
ronments.
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Verifying Keepalive Period
To view the configured keepalive period, useghew ip pim sparsecommand. For example:

-> show ipv6 pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Suppress Timeout = 60,
RP Switchover = enabled,
SPT Status = enabled,

You can also use thghow ip pim denseshow ipv6 pim sparsgandshow ipv6 pim densecommands to
view the configured keepalive period.

Configuring Notification Period

The switch can be configured for a minimum timesimél that must elapse between various notification
such as neighbor loss notification, invalid registetification, invalid joinprune notification, Rffapping
notification, and interface election notificatidror example:

To set the time that must elapse between PIM neiglaiss notifications originated by the router,eziip
pim neighbor-loss-notification-period followed by the time in seconds. For example etiotlse time
period of 10 seconds, enter:

-> ip pim neighbor-loss-natification-period 10

To set the time that must elapse between PIM idvaljister notifications originated by the routrter
ip pim invalid-register-naotification-period followed by the time in seconds. For example diotlse time
period of 100 seconds, enter:

-> ip pim invalid-register-natification-period 100

To set the time that must elapse between PIM idvyalhprune notifications originated by the router,
enterip pim invalid-joinprune-notification-period followed by the time.For example, to set the time
period of 100 seconds, enter:

-> ip pim invalid-joinprune-notification-period 100

To set the time that must elapse between PIM RRPpmgmotifications originated by the route, erifer
pim rp-mapping-notification-period followed by the time in seconds.For example, talse time period
of 100 seconds, enter:

-> ip pim rp-mapping-notification-period 100

To set the time that must elapse between PIM iatertlection notifications originated by the router
enterip pim interface-election-notification-period followed by the time in seconds. For example &b s
the time period of 100 seconds, enter:

-> ip pim interface-election-notification-period 10 0

Note. The values configured by the above commands arencomfor PIM in the IPv4 as well as IPv6
environments.
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Verifying the Notification Period
To view the configured notification period, use #few ip pim notificationscommand. For example:
-> show ip pim notifications

Neighbor Loss Notifications

Period =0
Count =0
Invalid Register Notifications
Period = 65535
Msgs Rcvd =0
Origin = None
Group = None
RP = None
Invalid Join Prune Noatifications
Period = 65535
Msgs Rcvd =0
Origin = None
Group = None
RP = None
RP Mapping Notifications
Period = 65535
Count =0
Interface Election Notifications
Period = 65535
Count =0
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Verifying PIM Configuration

Verifying PIM Configuration

A summary of the show commands used for verifyiilg Bonfiguration is given here:

show ip pim sparse
show ip pim dense

show ip pim ssm group
show ip pim dense group

show ip pim neighbor
show ip pim candidate-rp

show ip pim group-map
show ip pim interface

show ip pim groute
show ip pim sgroute
show ip pim notifications

show ipv6 mroute-boundary

show ip pim static-rp

show ip pim bsr
show ip pim cbsr

Displays the status of the various global paramsdtarPIM-Sparse
Mode.

Displays the status of the various global paramsdtarPIM-Dense
Mode.

Displays the static configuration of multicast goanappings for PIM-
Source-Specific Multicast (SSM) mode.

Displays the static configuration of multicast goanappings for PIM-
Dense Mode (DM).

Displays a list of active PIM neighbors.

Displays the IP multicast groups for which the lacaiter advertises
itself as a Candidate-RP.

Displays the PIM group mapping table.

Displays detailed PIM settings for a specific ifgee. In general, it dis-
plays PIM settings for all the interfaces if nowargent is specified.

Displays all (*,G) states that the IPv4 PIM has.
Displays all (S,G) states that the IPv4 PIM has.

Displays the configuration of the configured natifiion periods as well
as information on the events triggering the nddifions.

Displays multicast routing information for IP datams sent by particu-
lar sources to the IP multicast groups known te thuter.

Displays the PIM Static RP table, which includesuyr address/mask,
the static Rendezvous Point (RP) address, andithent status of Static
RP configuration (i.e., enabled or disabled).

Displays information about the elected BSR.

Displays the Candidate-BSR information that is useithe Bootstrap
messages.

For more information about the displays that reBoln these commands, see ®wniSwitch AOS

Release 6 CLI Reference Guide.
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PIM for IPv6 Overview

IP version 6 (IPv6) is a new version of the IntéfAmtocol, designed as the successor to IP vedsion
(IPv4), to overcome certain limitations in IPv4v@Padds significant extra features that were nssjie
with IPv4. These include automatic configuratiorhobts, extensive multicasting capabilities, anitt-i
security using authentication headers and encnypBailt-in support for QOS and path control argoal
features found in IPv6.

IPVv6 is a hierarchical 128-bit addressing scheraedbnsists of 8 fields, composed of 16 bits eAch.
IPv6 address is written as a hexadecimal value) (@-groups of four, separated by colons. IPv6 jates
3x10738 addresses, which can help overcome theagjeoof IP addresses needed for Internet usage.

There are three types of IPv6 addresses: Unicast;ast, and Multicast. A Unicast address identifies
single interface, and a packet destined for a Wiaddress is delivered to the interface identifigdhat
address. An Anycast address identifies a set effentes, and a packet destined for an Anycast aslise
delivered to the nearest interface identified at thnycast address. A Multicast address identdisst of
interfaces, and a packet destined for a Multicddtess is delivered to all the interfaces iderdifiy that
Multicast address. There are no broadcast addrestesgt.

The current release also provides support for RIMet configured in IPv6 environments using IPv6tmul
cast addresses. In the IPv6 addressing schemécastihddresses begin with the prefix ff00::/8. i&m

to IPv6 unicast addresses, IPv6 multicast addredsedave different scopes depending on theiipref
though the range of possible scopes is different.

Multicast Listener Discovery (MLD) is the protoasded by an IPv6 router to discover the nodes that
request multicast packets on its directly attadimdas and the multicast addresses that are ofestep
those neighboring nodes. MLD is derived from vans2oof IPv4's Internet Group Management Protocol,
IGMPv2. MLD uses ICMPv6 message types, rather t@P message types.

IPv6 PIM-SSM Support

IPv6 Protocol-Independent Multicast Source-Spedifidticast (IPv6 PIM-SSM) is a highly efficient
extension of IPv6 PIM. SSM, using an explicit chalsubscription model, allows receivers to receive
multicast traffic directly from the source; an RPet model is not used. In other words, a Shortatt P
Tree (SPT) between the receiver and the souraeadar without the use of a Rendezvous Point (RP).

By default, IPv6 PIM software supports Source-Siedulticast. No additional user configuration is
required. IPv6 PIM-SSM is automatically enabled apdrational as long as IPv6 PIM is loaded (sage
7-6) and IGMPv3 source-specific joins are receivedinithe SSM address range.

Source-Specific Multicast Addresses

The multicast addresses range FF3x::/32 that hexs feserved by the Internet Assigned Numbers Author
ity (IANA) as Source-Specific Multicast (SSM) dewdtion addresses is not enabled automatically and
must be configured manually to support SSM. Addressithin this range are reserved for use by seurce
specific applications and protocols (e.g., IPv6 P3&8M) and cannot be used for any other functions or
protocols. However, you can also map additionalticmst address ranges for the SSM group.
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Quick Steps for Configuring IPv6 PIM-DM

Note. PIM requires that IP Multicast Switching (IPMS)aeabled. IPMS is automatically enabled when a
multicast routing protocol (either PIM or DVMRP)ésabled globally and on an interfaarel when the
operational status of the interfacais However, if you wish to manually enable IPMS ba switch, use
theip multicast status command.

1 Manually load PIM into memory by entering the folilmg command:
-> ip load pim

2 Create an IPv6 router interface on an existing VLBNspecifying a valid IPv6 address. To do this,
use thapv6 interface command. For example:

-> ipv6 interface vlan 1
3 Enable PIM on the IPv6 interface using the6 pim interface command. For example:

-> ipv6 pim interface vlan-1

Note. The IPv6 interface on which the PIM is enabled naligtady exist in the switch configuration.

4 Map the IPv6 PIM-Dense Mode (DM) protocol for a tradst group via thgve pim dense group
commandFor example:

-> ipv6 pim dense group ffOe::1234/128

5 Globally enable the IPv6 PIM protocol by enterihg following command. By default, PIM protocol
status is disabled.

-> ipv6 pim dense status enable
6 Save your changes to the Working directotyd®t.cfg file by entering the following command:

-> write memory

Note. Optional. To verify IPv6 PIM interface status, enter #f®w ipv6 pim interfacecommand. The
display is similar to the one shown below:

-> show ipv6 pim interface

Interface Name Designated Hel lo Join/Prune Oper
Router Int erval Interval Status
+ e T S T—
vlan-5 fe80::2d0:95ff:feac:a537 30 60 enabled
vlan-30 fe80::2d0:95ff.feac:a537 30 60 disabled
vlan-40 fe80::2d0:95ff.fee2:6eec 30 60 enabled

To verify global IPv6 PIM status, enter thlBow ipv6 pim sparseor show ipv6 pim densecommand.
The display for sparse mode is similar to the drawn below:
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-> show ipv6 pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Suppress Timeout = 60,
RP Switchover = enabled,
SPT Status = enabled,

The display for dense mode is similar to the or@whhere:

-> show IPv6 pim dense

Status = enabled,
Source Lifetime =210,

State Refresh Interval =60,
State Refresh Limit Interval = 0,
State Refresh TTL =16

(additional table output not shown)

For more information about these displays, seéRiild Commands” chapter in themni Switch AOS
Release 6 CLI Reference Guide.
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Configuring IPv6 PIM

This section describes using Alcatel-Lucent’'s Comdhkine Interface (CLI) command to complete the
following steps to configure PIM in an IPv6 envirment:

¢ Enabling/disabling IPv6 PIM on a specific interface

e Enabling/disabling IPv6 PIM mode on the switch

¢ |Pv6 PIM Bootstrap and RP Discovery

e Configuring a C-RP for IPv6 PIM

e Configuring Candidate Bootstrap Routers (C-BSRs)Fw6 PIM
e Configuring static RP groups for IPv6 PIM

e Configuring RP-switchover for IPv6 PIM

Enabling IPv6 PIM on a Specific Interface

IPv6 PIM must be enabled on an interface usingpgh@ pim interface command. An interface can be
any IPv6 router interface that has been assignad &xisting VLAN. For information on assigning a
router interface to a VLAN, refer to the “Configng IPv6” chapter in th&©mniSwitch AOS Release 6
Network Configuration Guide.

To enable PIM on a specific IPv6 interface, usepkié pim interface command. By default, IPv6 PIM is
disabled on an interface. The interface identifiged in the command syntax is the valid interfaan@en of
an existing IPv6 VLAN router interface. For example

-> ipv6 pim interface vlan-2

Note. Only one multicast routing protocol is supported [f/6 interface. This means that you cannot
enable both DVMRP and PIM on the same interface.

Disabling IPv6 PIM on a Specific Interface

To disable PIM on a specific IPv6 interface, userth ipv6 pim interface command. Be sure to include
the name of the interface. For example:

-> no ipv6 pim interface vlan-2

Viewing IPv6 PIM Status and Parameters for a Specific Interface

To view the current IPv6 PIM interface informationvhich includes IPv6 addresses for PIM-enabled
interfaces, Hello and Join/Prune intervals, andentroperational status—use steow ipv6 pim inter-
facecommand. For example:

-> show ipv6 pim interface

Interface Name Designated Hel lo Join/Prune Oper
Router Int erval Interval Status

+ Feee e B ——— [ —

vlan-5 fe80::2d0:95ff:feac:a537 30 60 enabled
vlan-30 fe80::2d0:95ff:.feac:a537 30 60 disabled
vlan-40 fe80::2d0:95ff.fee2:6eec 30 60 enabled
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Enabling IPv6 PIM Mode on the Switch

To globally enable IPv6 PIM-Sparse Mode on the gwitise thépv6 pim sparse statuscommand. Enter
the command syntax as shown below:

-> ipv6 pim sparse status enable

To globally enable IPv6 PIM-Dense Mode on the shitese theépv6 pim dense statusommand. Enter
the command syntax as shown below:

-> ipv6 pim dense status enable

Disabling IPv6 PIM Mode on the Switch

To globally disable IPv6 PIM-Sparse Mode on thetslwiuse thév6 pim sparse statuscommand.
Enter the command syntax as shown below:

-> ipv6 pim sparse status disable

To globally disable IPv6 PIM-Dense Mode on the shijtuse thépv6 pim dense statucommand. Enter
the command syntax as shown below:

-> ipv6 pim dense status disable

Checking the Current Global IPvé6 PIM Status

To view the current global IPv6 PIM status, as veslladditional global IPv6 PIM settings, usethew
ip pim sparseor show ip pim densecommand. For example:

-> show ipv6 pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Suppress Timeout = 60,
RP Switchover = enabled,
SPT Status = enabled,
-> show ipv6 pim dense

Status = enabled,
Source Lifetime =210,
State Refresh Interval =60,
State Refresh Limit Interval = 0,
State Refresh TTL =16
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Mapping an IPv6 Multicast Group to a PIM Mode

PIM mode is an attribute of the IPv6 multicast granapping and cannnot be configured on an interface
basis. The Dense mode or Source-Specific Multicexte can be configured only on an IPv6 multicast
group basis.

Mapping an IPvé Multicast Group to PIM-DM

To statically map an IPv6 multicast group(s) to Flnse Mode (DM), you can use fipg6 pim dense
group command. For example:

-> ipv6 pim dense group ffOe::1234/128 priority 50

This command maps the multicast groiop::1234/128 to PIM-DM and assigns a priority value of 50
to the entry. This priority specifies the preferenalue to be used for this static configuratiod an
provides fine control over which configuration iseoridden by this static configuratioialues may
range from O to 128. If the priority option has bekefined, a value of 65535 can be used to unset th
priority

You can also use thmverride parameter to specify whether or not this statitfiguration overrides the
dynamically learned group mapping information toe specified group. As specifying the priority valu
obsoletes theverride option, you can use only tipeiority parameter or theverride parameter. By
default, thepriority option is not set and theverride option is set to false.

Use theno form of this command to remove a static configorabf a dense mode group mapping.

->no ipv6 pim dense group ff0e::1234/128

Mapping an IPvé Multicast Group to PIM-SSM

To statically map an IPv6 multicast group(s) to PRdurce-Specific Multicast mode (SSM), you can use
theipvé pim ssm groupcommand. For example:

-> ipv6 pim ssm group ff30::1234:abcd/128 priority 50

This command entry maps the multicast grégq:1234:abcd/128 to PIM-SSM mode and specifies
the priority value to be used for the entry asHfls priority specifies the preference value taibed for
this static configuration and provides fine contveér which configuration is overridden by thistgta
configuration Values may range from 0 to 128. If the priorityiopthas been defined, a value of 65535
can be used to un-set the priority.

You can also use thmverride parameter to specify whether or not this statitfiguration overrides the
dynamically learned group mapping information toe specified group. As specifying the priority valu
obsoletes theverride option, you can use only tipeiority parameter or theverride parameter. By
default, thepriority option is not set and theverride option is set to false.

Use theno form of this command to remove a static configorabf a SSM mode group mapping.
->no ipv6 pim ssm group ff30::1234:abcd/128

The default SSM address range (FF3x::/32) resdnydtie Internet Assigned Numbers Authority is not
enabled automatically for PIM-SSM and must be ganed manually to support SSM. You can also map
additional IPv6 multicast address ranges for thil §®up using this command. However, the IPv6
multicast groups in the reserved address rangbeamapped only to the SSM mode.
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Verifying Group Mapping

To display the static configuration of IPv6 multgroup mappings for PIM-Dense Mode (DM), use the
show ipv6 pim dense grougcommand. For example:

-> show ipv6 pim dense group

Group Address/Pref Length  Mode Override Preceden ce Status
S — + R ——

ff00::/8 dm false none enabled

f34::/32 dm false none enabled

To display the static configuration of IPv6 mulstgroup mappings for PIM-Source-Specific Multicast
(SSM) mode, use thghow ipv6 pim ssm groupcommad. For example:

-> show ipv6 pim ssm group

Group Address/Pref Length  Mode Override Preceden ce Status
B + + [

ff00::/8 ssm false none enabled

f34::/32 ssm false none enabled

IPv6 PIM Bootstrap and RP Discovery
Before configuring IPv6 PIM-SM parameters, pleagesider the following important guidelines.

For correct operation, every IPv6 PIM-SM routerhwitan IPv6 PIM-SM domain must be able to map a
particular multicast group address to the same &amalis Point (RP). Otherwise, some receivers in the
domain will not receive some groups. Two mechaniaressupported for multicast group address

mapping:
e Bootstrap Router (BSR) Mechanism
e Static RP Configuration

The chosen multicast group address mapping mechastisuld be used consistently throughout the IPv6
PIM-SM domain. Any RP address configured or leanmasgt be a domain-wide reachable address.

Configuring a C-RP for IPv6 PIM

To configure the local router as the Candidate-Rendus Point (C-RP) for a specified IPv6 multicast
group(s), uséheipv6 pim candidate-rp command. For example:

-> ipv6 pim candidate-rp 2000::1 ff0e::1234/128 pri ority 100 interval 100

This specifies the switch to advertise the add?2€89::1 as the C-RP for the multicast group ffa34L
with a prefix length of 128, set the priority lefe this entry to 100, and set the interval atahhihe
C-RP advertisements are sent to the bootstraprrui€0.

Use theno form of this command to remove the associatiothefdevice as a C-RP for a particular multi-
cast group.

->no ipv6 pim candidate-rp 2000::1 ffOe::1234/128

If a C-RP address is defined on the switch andxpli@t entries are defined, then the switch widvar-
tise itself as a C-RP fa@ll multicast groups (i.e., ff0e::1234 with a prefength of 128). If no C-RP
address is defined, the switch will not adverttself as a C-RP for any groups. Only one RP addsess
supported per switch. If multiple candidate-RP iestare defined, they must use the same RP address
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The C-RP priority is used by a Designated Routalet@rmine the RP for a particular group. The fxior
level may range from 0 to 192. The lower the nuoawalue, the higher the priority. The defaulopity
level for a C-RP is 0 (highest). If two or more ®$£Rhave the same priority value and the same hash
value, the C-RP with the highest IPv6 addresslected by the DR.

Verifying the Changes
Check the maximum number of RPs usingghew ipv6 pim sparsecommand. For example:

-> show ipv6 pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Suppress Timeout = 60,
RP Switchover = enabled,
SPT Status = enabled,

Check C-RP address, priority level, and explicittinast group information using tfeaow ipv6 pim
candidate-rp command:

-> show ipv6 pim candidate-rp

RP Address Group Address Priority Interv al Status
+ + e —  —
3000::11 FF00::/8 192 60 enabled

The group address is listed as FF00::/8. The CsRiBted as 3000::11. The status is enabled.

For more information about these displays, se¢Rild Commands” chapter in themniSwvitch AOS
Release 6 CLI Reference Guide.

Configuring Candidate Bootstrap Routers (C-BSRs) for IPv6 PIM

You can use thgv6 pim cbsr command to configure the local router as the catdiBSR for the IPv6
PIM domain. For example:

-> ipv6 pim cbsr 2000::1 priority 100 mask-length 4

This command specifies the router to use its laddress 2000::1 for advertising it as the C-BSRHat
domain, sets the priority value of the local rowtera C-BSR to 100, and sets the mask-lengthdhat i
advertised in the bootstrap messages to 4. Théatgn@lue is used to select a C-BSR for the IPU@ P
domain. The higher the value, the higher the gsiori

Use theno form of this command to remove the local routeasididacy as the BSR. For example:

-> no ipv6 pim cbsr 2000::1

Verifying the C-BSR Configuration

Check C-BSR and information about priority and mbsigth using thehow ipv6 pim cbsrcommand,
as follows:

-> show ipv6 pim cbsr

CBSR Address =3000::7,
Status = enabled,
CBSR Priority =0,

Hash Mask Length =126,
Elected BSR = False,
Timer = 00h:00m:00s
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For more information about these displays, se¢Rild Commands” chapter in themniSwitch AOS
Release 6 CLI Reference Guide.

Bootstrap Routers (BSRs)

As described in th&PIM Overview” section, the role of a Bootstrap Router (BSRdikeep routers in the
network “up to date” on reachable Candidate RenolezWoints (C-RPs). BSRs are elected from a set of
Candidate Bootstrap Routers (C-BSRs). Refgraipe 7-%or more information on C-BSRs.

Reminder. For correct operation, all IPv6 PIM-SM routers viitlan IPv6 PIM-SM domain must be able
to map a particular multicast group address testree Rendezvous Point (RP). PIM-SM provides two
methods for group-to-RP mapping. One method iBitetstrap Router mechanism, which also involves
C-RP advertisements, as described in this sedtienpther method is static RP configuration. Nb#d. tif
static RP configuration is enabled, the Bootstragmanism and C-RP advertisemeartsautomatically
disabled. For more information on static RP status and igomndtion, refer to “Configuring Static RP
Groups” below.

A C-RP periodically sends out messages, know@-BP advertisements. When a BSR receives one of
these advertisements, the associated C-RP is evadideachable (if a valid route to the networlstsyi
The BSR then periodically sends an updated listathable C-RPs to all neighboring routers in tmenf
of aBootstrap message.

Note. The list of reachable C-RPs is also referred tareRP set. To view the current RP set, use the
show ipv6 pim group-mapcommand. For example:
-> show ipv6 pim group-map

Origin  Group Address/Pref Length RP Address Mode Precedence
+ + R SRR —

BSR ff00::/8 3000::11 asm 192

BSR ff00::/8 4000::7 asm 192

SSM ff33::/32 ssm

For more information about these displays, se¢Rild Commands” chapter in themniSwvitch AOS
Release 6 CLI Reference Guide.

Note. There is only one BSR per IPv6 PIM-SM domain. Tdilsws all IPv6 PIM-SM routers in the IPv6
PIM-SM domain to view the same list of reachabl&Es.

Configuring Static RP Groups for IPv6 PIM

A static RP group is used in the group-to-RP mappigorithm. To specify a static RP group, use the
ipv6 pim static-rp command. Be sure to enter a multicast group addeesorresponding group mask, and
a 128-bit IPv6 address for the static RP in theroamd line. For example:

-> ipv6 pim static-rp ff0e::1234/128 2000::1 priori ty 10

This command entry maps all multicast groups fi#34/128 to the static RP 2000::1 and specifies the
priority value to be used for the static RP confeion as 10. This priority value provides fine toh

over which configuration is overridden by this staionfiguration. If the priority option has beeefithed,

a value of 65535 can be used to unset the priority
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You can also specify whether or not this staticd@Rfiguration to override the dynamically learned R
information for the specified group using tnerride parameter. As specifying the priority value obso-
letes theoverride option, you can use either thgority oroverride parameter only.

Use theno form of this command to delete a static RP coméigjan.
-> no ipv6 pim static-rp ff0e::1234/128 2000::1

The IPv6 PIM-Source-Specific Multicast (SSM) mode the default SSM address range (FF3x::/32)
reserved by the Internet Assigned Numbers Authasityot enabled automatically and must be config-
ured manually to support SSM. You can also maptaadil IPv6 multicast address ranges for the SSM
group. However, the IPv6 multicast groups in treereed address range can be mapped only to the SSM
mode.

Note. If static RP status is specified, the method faugrto-RP mapping provided by the Bootstrap
mechanism and C-RP advertisemestutomatically disabled. For more information on this alternate
method of group-to-RP mapping, refemptage 7-26

To view current Static RP Configuration settingse theshow ipv6 pim static-rp command.

Group-to-RP Mapping

Using one of the mechanisms described in the sectbove, an IPv6 PIM-SM router receives one or
more possible group-range-to-RP mappings. Each imgpecifies a range of IPv6 multicast groups
(expressed as a group and mask), as well as thie RRich such groups should be mapped. Each
mapping may also have an associated priority.pbssible to receive multiple mappings—all of which
might match the same multicast group. This is ttramon case with the BSR mechanism. The algorithm
for performing the group-to-RP mapping is as fokow

1 Perform longest match on group-range to obtaistafi RPs.

2 From this list of matching RPs, find the one witle highest priority. Eliminate any RPs from the lis
that have lower priorities.

3 If only one RP remains in the list, use that RP.

4 |f multiple RPs are in the list, use the PIM-SM h&snction defined in the RFC to choose one. The
RP with the highest resulting hash value is thesseh as the RP. If more than one RP has the sahe hi
est hash value, then the RP with the highest I@ess is chosen.

This algorithm is invoked by a DR when it needsléermine an RP for a given group, such as when
receiving a packet or an IGMP membership indication
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Configuring RP-Switchover for IPv6 PIM

You can configure an RP to attempt switching taveafforwarding upon receiving the first registercap-
sulated packet from the source DR in the IPv6 Ptivhdin. For example:

-> ipv6 pim rp-switchover enable
The above command enables the RP to switch toenfdiwarding.
-> ipv6 pim rp-switchover disable
The above command disables the RP from switchimgtive forwarding.

By default, this capability is enabled. You canspecify a pre-configured threshold, such as the RP
threshold, as you would do for IPv4 PIM.

Verifying RP-Switchover
To view the status of the RP-switchover capabilitye theshow ipv6 pim sparsecommand.

-> show ipv6 pim sparse

Status = enabled,
Keepalive Period =210,
Max RPs =32,

Probe Time =5,
Register Suppress Timeout = 60,
RP Switchover = enabled,
SPT Status = enabled
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Verifying IPv6 PIM Configuration

A summary of the show commands used for verifyiilg Bonfiguration is given here:

show ipv6 pim sparse
show ipv6 pim dense

show ipv6 pim ssm group
show ipv6 pim dense group

show ipv6 pim neighbor
show ipv6 pim candidate-rp

show ipv6 pim group-map

show ipv6 pim interface

show ipv6 pim groute
show ipv6 pim sgroute
show ip pim notifications

show ipv6 mroute

show ipv6 pim static-rp

show ipv6 pim bsr
show ipv6 pim cbsr

Displays the status of the various global paramsdtarthe IPv6 PIM-
Sparse Mode.

Displays the status of the various global paramdtarthe IPv6 PIM-
Dense Mode.

Displays the static configuration of IPv6 multicgsbup mappings for
PIM-Source-Specific Multicast (SSM).

Displays the static configuration of IPv6 multicgsbup mappings for
PIM-Dense Mode (DM).

Displays a list of active IPv6 PIM neighbors.

Displays the IPv6 multicast groups for which thedbrouter advertises
itself as a Candidate-RP.

Displays the IPv6 PIM group mapping table.

Displays detailed IPv6 PIM settings for a spedifi@rface. In general,
it displays IPv6 PIM settings for all the interfaagéno argument is
specified.

Displays all (*,G) states that IPv6 PIM has.
Displays all (S,G) states that IPv6 PIM has.

Displays the configuration of the configured natifiion periods as well
as information on the events triggering the nddifions.

Displays multicast routing information for IPv6 egtams sent by par-
ticular sources to the IPv6 multicast groups kneowthis router.

Displays the IPv6 PIM Static RP table, which inédadPv6 multicast
group address/prefix length, the static Rendez¥mist (RP) address,
and the current status of the static RP configomati.e., enabled or dis-
abled).

Displays information about the elected IPv6 BSR.

Displays the IPv6 Candidate-BSR information thatdsd in the Boot-
strap messages.

For more information about the displays that reBoln these commands, see ®wniSwitch AOS

Release 6 CLI Reference Guide.
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A Software License and
Copyright Statements

This appendix contains Alcatel-Lucent and thirdtpaoftware vendor license and copyright statements

Alcatel-Lucent License Agreement

ALCATEL-LUCENT SOFTWARE LICENSE AGREEMENT

IMPORTANT « Please read the terms and conditions of this le@gseement carefully before opening
this package.

By opening this package, you accept and agree toetherms of this license agreement. If you are not
willing to be bound by the terms of this license agement, do not open this package. Please
promptly return the product and any materials in unopened form to the place where you obtained it
for a full refund.

1. License Grant.This is a license, not a sales agreement, bety@e(ithe “Licensee”) and Alcatel-
Lucent. Alcatel-Lucent hereby grants to Licenseel bicensee accepts, a non-exclusive license to use
program media and computer software contained ithéitee “Licensed Files”) and the accompanying
user documentation (collectively the “Licensed Mialg”), only as authorized in this License Agreerme
Licensee, subject to the terms of this License Agrent, may use one copy of the Licensed Files@n th
Licensee’s system. Licensee agrees not to assighicense, transfer, pledge, lease, rent, or shaie
rights under this License Agreement. Licensee retgim the program media for backup purposes with
retention of the copyright and other proprietartices. Except as authorized under this paragraph, n
copies of the Licensed Materials or any portiorsdbf may be made by Licensee and Licensee shall no
modify, decompile, disassemble, reverse engineartherwise attempt to derive the Source Code.
Licensee is also advised that Alcatel-Lucent préglaontain embedded software known as firmware
which resides in silicon. Licensee may not copyfilmware or transfer the firmware to another madliu

2. Alcatel-Lucent’s Rights. Licensee acknowledges and agrees that the Liceviatatials are the sole
property of Alcatel-Lucent and its licensors (haréis licensors”), protected by U.S. copyright lanade-
mark law, and are licensed on a right to use bhgiensee further acknowledges and agrees thaghts,
title, and interest in and to the Licensed Materake and shall remain with Alcatel-Lucent andictsn-
sors and that no such right, license, or interteall e asserted with respect to such copyrighdsticte-
marks. This License Agreement does not conveydersee an interest in or to the Licensed Materials,
but only a limited right to use revocable in ac@rcde with the terms of this License Agreement.
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3. Confidentiality. Alcatel-Lucent considers the Licensed Files totamnvaluable trade secrets of Alca-
tel-Lucent, the unauthorized disclosure of whichldaause irreparable harm to Alcatel-Lucent. Exesp
expressly set forth herein, Licensee agrees toasmnable efforts not to disclose the LicensezsRo
any third party and not to use the Licensed Fitbgrothan for the purpose authorized by this Lieens
Agreement. This confidentiality obligation shalintimue after any termination of this License Agreern

4.Indemnity. Licensee agrees to indemnify, defend and holdtaldaucent harmless from any claim,
lawsuit, legal proceeding, settlement or judgmamdl@ding without limitation Alcatel-Lucent’s reaso
able United States and local attorneys’ and expidnesses’ fees and costs) arising out of or imeagn
tion with the unauthorized copying, marketing, periance or distribution of the Licensed Files.

5. Limited Warranty. Alcatel-Lucent warrants, for Licensee’s benefired, that the program media
shall, for a period of ninety (90) days from theedaf commencement of this License Agreement (re€er
to as the Warranty Period), be free from defectaaterial and workmanship. Alcatel-Lucent further
warrants, for Licensee benefit alone, that durimg\Warranty Period the Licensed Files shall operate
substantially in accordance with the functionalcfeations in the User Guide. If during the Waryan
Period, a defect in the Licensed Files appeargrisee may return the Licensed Files to Alcatel-huce
for either replacement or, if so elected by Alcdtetent, refund of amounts paid by Licensee unkier t
License Agreement. EXCEPT FOR THE WARRANTIES SETRA® ABOVE, THE LICENSED
MATERIALS ARE LICENSED “AS IS” AND ALCATEL-LUCENT AND ITS LICENSORS
DISCLAIM ANY AND ALL OTHER WARRANTIES, WHETHER EXPHESS OR IMPLIED, INCLUD-
ING (WITHOUT LIMITATION) ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR
FITNESS FOR A PARTICULAR PURPOSE. SOME STATES DONBLLOW THE EXCLUSION
OF IMPLIED WARRANTIES SO THE ABOVE EXCLUSIONS MAY BT APPLY TO LICENSEE.
THIS WARRANTY GIVES THE LICENSEE SPECIFIC LEGAL RIGTS. LICENSEE MAY ALSO
HAVE OTHER RIGHTS WHICH VARY FROM STATE TO STATE.

6. Limitation of Liability. Alcatel-Lucent’'s cumulative liability to Licensee any other party for any
loss or damages resulting from any claims, demasdsgtions arising out of or relating to this Lice
Agreement shall not exceed the license fee pafddatel-Lucent for the Licensed Materials. IN NO
EVENT SHALL ALCATEL-LUCENT BE LIABLE FOR ANY INDIRECT, INCIDENTAL, CONSE-
QUENTIAL, SPECIAL, OR EXEMPLARY DAMAGES OR LOST PR®TS, EVEN IF ALCATEL-
LUCENT HAS BEEN ADVISED OF THE POSSIBILITY OF SUCBAMAGES. SOME STATES DO
NOT ALLOW THE LIMITATION OR EXCLUSION OF LIABILITY FOR INCIDENTAL OR CONSE-
QUENTIAL DAMAGES, SO THE ABOVE LIMITATION OR EXCLUSON TO INCIDENTAL OR
CONSEQUENTIAL DAMAGES MAY NOT APPLY TO LICENSEE.

7. Export Control. This product is subject to the jurisdiction of thirited States. Licensee may not

export or reexport the Licensed Files, without ctimg with all United States export laws and regula
tions, including but not limited to (i) obtainingipr authorization from the U.S. Department of Coenoe
if a validated export license is required, anddb}aining “written assurances” from licenseeseduired.

8. Support and Maintenance.Except as may be provided in a separate agredméneen Alcatel-
Lucent and Licensee, if any, Alcatel-Lucent is unae obligation to maintain or support the copiéthe
Licensed Files made and distributed hereunder doaté{-Lucent has no obligation to furnish Licensee
with any further assistance, documentation or mfation of any nature or kind.

9. Term. This License Agreement is effective upon Licenggening this package and shall continue until
terminated. Licensee may terminate this Licenseefgrent at any time by returning the Licensed Materi
als and all copies thereof and extracts therefdltatel-Lucent and certifying to Alcatel-Lucemntivrit-

ing that all Licensed Materials and all copies ¢tmérand extracts therefrom have been returnedasedr

by the memory of Licensee’s computer or made nadable. Alcatel-Lucent may terminate this License
Agreement upon the breach by Licensee of any temedfi. Upon such termination by Alcatel-Lucent,
Licensee agrees to return to Alcatel-Lucent orrdgghe Licensed Materials and all copies and posdi
thereof.
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10.Governing Law. This License Agreement shall be construed andmgedein accordance with the
laws of the State of California.

11. Severability. Should any term of this License Agreement be dedlaoid or unenforceable by any
court of competent jurisdiction, such declaratibalshave no effect on the remaining terms herein.

12.No Waiver. The failure of either party to enforce any rightanted hereunder or to take action against
the other party in the event of any breach hereusidi&l not be deemed a waiver by that party as to
subsequent enforcement of rights or subsequeminacii the event of future breaches.

13.Notes to United States Government UserSoftware and documentation are provided with ictetl
rights. Use, duplication or disclosure by the goweent is subject to (i) restrictions set forth iS&ADP
Schedule Contract with Alcatel-Lucent’s reseller¢s)(ii) restrictions set forth in subparagraph(©
and (2) of 48 CFR 52.227-19, as applicable.

14.Third Party Materials. Licensee is notified that the Licensed Files ciontlaird party software and
materials licensed to Alcatel-Lucent by certaimdtparty licensors. Some third party licensors.(@\jnd
River and their licensors with respect to the Rimé& Module) are third part beneficiaries to thiserise
Agreement with full rights of enforcement. Pleaster to the section entitlé@hird Party Licenses and
Notices” on page A-4or the third party license and notice terms.
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Third Party Licenses and Notices

The licenses and notices related only to such fhartly software are set forth below:

A.Booting and Debugging Non-Proprietary Software

A small, separate software portion aggregated thighcore software in this product and primarilydifs
initial booting and debugging constitutes non-piefarry software, some of which may be obtained in
source code format from Alcatel-Lucent for a lindifgeriod of time. Alcatel-Lucent will provide a
machine-readable copy of the applicable non-prégmyesoftware to any requester for a cost of copyin
shipping and handling. This offer will expire 3 yedérom the date of the first shipment of this prod

B. The OpenLDAP Public License: Version 2.8, 17 August 2003

Redistribution and use of this software and assedidocumentation (“Software”), with or without nied
fication, are permitted provided that the followiognditions are met:

1 Redistributions of source code must retain copyragiitements and notices.

2 Redistributions in binary form must reproduce aggddle copyright statements and notices, this fist o
conditions, and the following disclaimer in the dowentation and/or other materials provided with the
distribution.

3 Redistributions must contain a verbatim copy of thiocument.

4 The names and trademarks of the authors and cdpyragders must not be used in advertising or
otherwise to promote the sale, use or other dedalitigis Software without specific, written prioermis-
sion.

5 Due credit should be given to the OpenLDAP Project.

6 The OpenLDAP Foundation may revise this licensenftime to time. Each revision is distinguished
by a version number. You may use the Software utaters of this license revision or under the teais
any subsequent revision of the license.

THIS SOFTWARE IS PROVIDED BY THE OPENLDAP FOUNDATNDAND CONTRIBUTORS “AS
IS” AND ANY EXPRESSED OR IMPLIED WARRANTIES, INCLUING, BUT NOT LIMITED TO,
THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR
PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE OPENDAP FOUNDATION OR ITS
CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, IRIDENTAL, SPECIAL, EXEM-
PLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOTLIMITED TO, PROCURE-
MENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF UBRTA, OR PROFITS; OR
BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY TEDRY OF LIABILITY,
WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF T SOFTWARE, EVEN IF
ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

OpenLDAP is a trademark of the OpenLDAP Foundation.

Copyright 1999-2000 The OpenLDAP Foundation, RediGdy,
California, USA. All Rights Reserved. Permissiorctipy and
distributed verbatim copies of this document isnggd.
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C. Linux

Linux is written and distributed under the GNU Gexdéublic License which means that its source code
is freely-distributed and available to the generablic.

D. GNU GENERAL PUBLIC LICENSE: Version 2, June 1991

Copyright (C) 1989, 1991 Free Software Foundatino, 675 Mass Ave, Cambridge, MA 02139, USA
Everyone is permitted to copy and distribute veénbatopies of this license document, but changing it
not allowed.

Preamble

The licenses for most software are designed toadslay your freedom to share and change it. By
contrast, the GNU General Public License is inteindeguarantee your freedom to share and change fre
software--to make sure the software is free foitallisers. This General Public License applieadst of
the Free Software Foundation’s software and toahgr program whose authors commit to using it.
(Some other Free Software Foundation softwarevereal by the GNU Library General Public License
instead.) You can apply it to your programs, too.

When we speak of free software, we are referrinfgeiedom, not price. Our General Public Licenses ar
designed to make sure that you have the freedatistiobute copies of free software (and chargeha
service if you wish), that you receive source codean get it if you want it, that you can chanige soft-
ware or use pieces of it in new free programs;thatlyou know you can do these things.

To protect your rights, we need to make restriditirat forbid anyone to deny you these rights @sto
you to surrender the rights. These restrictionsslete to certain responsibilities for you if yastdbute
copies of the software, or if you modify it.

For example, if you distribute copies of such agpam, whether gratis or for a fee, you must give th
recipients all the rights that you have. You muakesure that they, too, receive or can get theceou
code. And you must show them these terms so thew kheir rights.

We protect your rights with two steps: (1) copytighe software, and (2) offer you this license vhhic
gives you legal permission to copy, distribute andiodify the software.

Also, for each author’s protection and ours, wetwamake certain that everyone understands tlea¢ th
is no warranty for this free software. If the sadte is modified by someone else and passed on,ane w
its recipients to know that what they have is hetariginal, so that any problems introduced byrth
will not reflect on the original authors’ reputatm

Finally, any free program is threatened constamjlgoftware patents. We wish to avoid the dangatr th
redistributors of a free program will individualbptain patent licenses, in effect making the progra
proprietary. To prevent this, we have made it cteat any patent must be licensed for everyone's frse
or not licensed at all.

The precise terms and conditions for copying, itistron and modification follow.

GNU GENERAL PUBLIC LICENSE TERMS AND CONDITIONS FOR COPYING,
DISTRIBUTION AND MODIFICATION

0 This License applies to any program or other wohlcl contains a notice placed by the copyright
holder saying it may be distributed under the teofrifiis General Public License. The “Program” dvel
refers to any such program or work, and a “worlkeldasn the Program” means either the Program or any
derivative work under copyright law: that is to saywork containing the Program or a portion oéither
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verbatim or with modifications and/or translatetbianother language. (Hereinafter, translation is
included without limitation in the term “modificatn”.) Each licensee is addressed as “you”.

Activities other than copying, distribution and nifa@htion are not covered by this License; they are
outside its scope. The act of running the Progranot restricted, and the output from the Progmm i
covered only if its contents constitute a work lobbse the Program (independent of having been mgde b
running the Program). Whether that is true dep@emdshat the Program does.

1 You may copy and distribute verbatim copies ofBinegram’s source code as you receive it, in any
medium, provided that you conspicuously and appatgly publish on each copy an appropriate copy-
right notice and disclaimer of warranty; keep int@tthe notices that refer to this License anth®
absence of any warranty; and give any other retipief the Program a copy of this License alondpwit
the Program.

You may charge a fee for the physical act of tramsfg a copy, and you may at your option offer
warranty protection in exchange for a fee.

2 You may modify your copy or copies of the Progranaay portion of it, thus forming a work based on
the Program, and copy and distribute such modifinator work under the terms of Section 1 above,
provided that you also meet all of these conditions

a You must cause the modified files to carry prominestices stating that you changed the files and
the date of any change.

b You must cause any work that you distribute or f@hblthat in whole or in part contains or is
derived from the Program or any part thereof, tdidensed as a whole at no charge to all thirdigsrt
under the terms of this License.

c If the modified program normally reads commandsriattively when run, you must cause it, when
started running for such interactive use in thetroodinary way, to print or display an announcement
including an appropriate copyright notice and aasothat there is no warranty (or else, saying yoat
provide a warranty) and that users may redistrithgeprogram under these conditions, and tellieg th
user how to view a copy of this License. (Exceptibthe Program itself is interactive but does not
normally print such an announcement, your work dasethe Program is not required to print an
announcement.)

These requirements apply to the modified work aale. If identifiable sections of that work aretno
derived from the Program, and can be reasonablgidered independent and separate works in them-
selves, then this License, and its terms, do nplyap those sections when you distribute themeasas
rate works. But when you distribute the same sastas part of a whole which is a work based on the
Program, the distribution of the whole must betmterms of this License, whose permissions fogemth
licensees extend to the entire whole, and thuath and every part regardless of who wrote it. Thus
not the intent of this section to claim rights ontest your rights to work written entirely by yoather,
the intent is to exercise the right to control dligtribution of derivative or collective works basen the
Program.

In addition, mere aggregation of another work regeal on the Program with the Program (or with ekwor
based on the Program) on a volume of a storageswibadition medium does not bring the other work
under the scope of this License.

3 You may copy and distribute the Program (or a waaked on it, under Section 2) in object code or
executable form under the terms of Sections 1 amlgloXe provided that you also do one of the follayvi

a Accompany it with the complete corresponding maehieadable source code, which must be
distributed under the terms of Sections 1 and alom a medium customarily used for software inter-
change; or,

page A6 OmniSwitch AOS Release 6 Advanced Routing Configuration Guide ~ November 2013



Software License and Copyright Statements Third Party Licenses and Notices

b Accompany it with a written offer, valid for at leiathree years, to give any third party, for a gkear
no more than your cost of physically performingrseuwdistribution, a complete machine-readable
copy of the corresponding source code, to be Higied under the terms of Sections 1 and 2 abowe on
medium customarily used for software interchangge; o

¢ Accompany it with the information you received aghe offer to distribute corresponding source
code. (This alternative is allowed only for noncoeraial distribution and only if you received the
program in object code or executable form with sacloffer, in accord with Subsection b above.)

The source code for a work means the preferred &driine work for making modifications to it. For an
executable work, complete source code means afidhece code for all modules it contains, plus any
associated interface definition files, plus thamsrused to control compilation and installatidrite
executable. However, as a special exception, thees@ode distributed need not include anythingitha
normally distributed (in either source or binaryrfg with the major components (compiler, kernet] an
on) of the operating system on which the executabis, unless that component itself accompanies the
executable.

If distribution of executable or object code is rdxy offering access to copy from a designatedeplac
then offering equivalent access to copy the sococke from the same place counts as distributidhef
source code, even though third parties are not etiatpto copy the source along with the object code

4 You may not copy, modify, sublicense, or distribtite Program except as expressly provided under
this License. Any attempt otherwise to copy, modsiyblicense or distribute the Program is void, aiitd
automatically terminate your rights under this lnse. However, parties who have received copies, or
rights, from you under this License will not hateit licenses terminated so long as such partiesire

in full compliance.

5 You are not required to accept this License, symehave not signed it. However, nothing else grant
you permission to modify or distribute the Progranits derivative works. These actions are prohibit

by law if you do not accept this License. Thereftme modifying or distributing the Program (or any
work based on the Program), you indicate your daree of this License to do so, and all its ternmd a
conditions for copying, distributing or modifyinge Program or works based on it.

6 Each time you redistribute the Program (or any wiaked on the Program), the recipient automati-
cally receives a license from the original licenspcopy, distribute or modify the Program subgect
these terms and conditions. You may not imposefatiyer restrictions on the recipients’ exerciseha
rights granted herein. You are not responsiblefdorcing compliance by third parties to this Lisen

7 If, as a consequence of a court judgment or aliegatf patent infringement or for any other reason
(not limited to patent issues), conditions are isggbon you (whether by court order, agreementtaret
wise) that contradict the conditions of this Licenthey do not excuse you from the conditions @ th
License. If you cannot distribute so as to satsfiyultaneously your obligations under this Liceasd
any other pertinent obligations, then as a consszigou may not distribute the Program at all. For
example, if a patent license would not permit royélee redistribution of the Program by all thageo
receive copies directly or indirectly through ythen the only way you could satisfy both it and thi
License would be to refrain entirely from distrilaut of the Program.

If any portion of this section is held invalid anenforceable under any particular circumstance, the
balance of the section is intended to apply andéntion as a whole is intended to apply in otlireum-
stances.

It is not the purpose of this section to induce fminfringe any patents or other property rigtaiis or
to contest validity of any such claims; this seati@s the sole purpose of protecting the integffithe
free software distribution system, which is implentesl by public license practices. Many people have
made generous contributions to the wide range fbfvace distributed through that system in reliance
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consistent application of that system; it is uph® author/donor to decide if he or she is willinglistrib-
ute software through any other system and a li@naanot impose that choice.

This section is intended to make thoroughly clehatis believed to be a consequence of the rebiof
License.

8 If the distribution and/or use of the Program mtrieted in certain countries either by patentbyor
copyrighted interfaces, the original copyright telaévho places the Program under this License mdy ad
an explicit geographical distribution limitation@uding those countries, so that distribution isnpigted
only in or among countries not thus excluded. lchscase, this License incorporates the limitatioif a
written in the body of this License.

9 The Free Software Foundation may publish revisetlcamew versions of the General Public License
from time to time. Such new versions will be simila spirit to the present version, but may differ
detail to address new problems or concerns.

Each version is given a distinguishing version namltf the Program specifies a version number f th
License which applies to it and “any later versioyiu have the option of following the terms anddie
tions either of that version or of any later venspublished by the Free Software Foundation. If the
Program does not specify a version number of thdsrise, you may choose any version ever publisfied b
the Free Software Foundation.

10 If you wish to incorporate parts of the Progranoiather free programs whose distribution conditions
are different, write to the author to ask for pession. For software which is copyrighted by theeFseft-
ware Foundation, write to the Free Software Foundatve sometimes make exceptions for this. Our
decision will be guided by the two goals of pregag\the free status of all derivatives of our feedt-

ware and of promoting the sharing and reuse ofvso#é generally.

NO WARRANTY

11 BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, TREEIS NO WARRANTY FOR
THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLEAW. EXCEPT WHEN
OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERSMD/OR OTHER PARTIES
PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANYKIND, EITHER EXPRESSED
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPUED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOB. THE ENTIRE RISK AS TO
THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITHOU. SHOULD THE
PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF AINECESSARY SERVICING,
REPAIR OR CORRECTION.

12IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AREED TO IN WRITING
WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MY MODIFY AND/OR
REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LBBLE TO YOU FOR DAMAGES,
INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSRUENTIAL DAMAGES ARIS-
ING OUT OF THE USE OR INABILITY TO USE THE PROGRAMNCLUDING BUT NOT

LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACURATE OR LOSSES
SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OFHE PROGRAM TO OPERATE
WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR ®IER PARTY HAS BEEN
ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

END OF TERMS AND CONDITIONS.
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Appendix: How to Apply These Terms to Your New Programs

If you develop a new program, and you want it tmbthe greatest possible use to the public, tlst Wway
to achieve this is to make it free software whighrgone can redistribute and change under thesester

To do so, attach the following notices to the pamgyr It is safest to attach them to the start ohesaeirce
file to most effectively convey the exclusion ofnamnty; and each file should have at least the yeop
right” line and a pointer to where the full notisgfound.

<one line to give the program’s name and a briefidf what it does.> Copyright (C)
19yy <name of author>

This program is free software; you can redistribttsnd/or modify it under the terms of
the GNU General Public License as published bytiee Software Foundation; either
version 2 of the License, or (at your option) aatgt version.

This program is distributed in the hope that it wé useful, but WITHOUT ANY
WARRANTY; without even the implied warranty of MERIZANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE. See the GNU GehRublic License
for more details.

You should have received a copy of the GNU Gerfeudlic License along with this
program; if not, write to the Free Software Fouiagtinc., 675 Mass Ave, Cambridge,
MA 02139, USA.

Also add information on how to contact you by &lecic and paper mail.
If the program is interactive, make it output arsimotice like this when it starts in an interaetimode:

Gnomovision version 69, Copyright (C) 19yy nameawothor Gnomovision comes with
ABSOLUTELY NO WARRANTY; for details type ‘show wThis is free software,
and you are welcome to redistribute it under certainditions; type ‘show c’ for details.

The hypothetical commands ‘show w’ and ‘show c'dldashow the appropriate parts of the General
Public License. Of course, the commands you usebaasalled something other than ‘show w’ and
‘show c’; they could even be mouse-clicks or merms--whatever suits your program.

You should also get your employer (if you work ggaegrammer) or your school, if any, to sign a “gop
right disclaimer” for the program, if necessary.réles a sample; alter the names:

Yoyodyne, Inc., hereby disclaims all copyright et in the program ‘Gnomovision’
(which makes passes at compilers) written by Jdtaeker.

<signature of Ty Coon>, 1 April 1989
Ty Coon, President of Vice

This General Public License does not permit incaapog your program into proprietary programs. If
your program is a subroutine library, you may cdasit more useful to permit linking proprietarypdip
cations with the library. If this is what you wantdo, use the GNU Library General Public License
instead of this License.

URLWatch:
For notice when this page changes, fill in your g¢eddress.

Maintained by: Webmaster, Linux Online Inc.
Last modified: 09-Aug-2000 02:03AM.
Views since 16-Aug-2000: 177203.
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Material copyright Linux Online Inc.

Design and compilation copyright (c)1994-2002 Lirxline Inc.
Linux is a registered trademark of Linus Torvalds

Tux the Penguin, featured in our logo, was crehtetarry Ewing
Consult our privacy statement

URLWatch provided by URLWatch Services.
All rights reserved.

E. University of California

Provided with this product is certain TCP input dradnet client software developed by the University
California, Berkeley.

Copyright (C) 1987. The Regents of the Universitgalifornia. All rights reserved.

Redistribution and use in source and binary forregparmitted provided that the above copyrightaeti
and this paragraph are duplicated in all such fantsthat any documentation, advertising materaaid,
other materials related to such distribution arelaknowledge that the software was developedéy th
University of California, Berkeley. The name of tHaiversity may not be used to endorse or promote
products derived from this software without specfitior written permission.

THIS SOFTWARE IS PROVIDED TAS IS" AND WITHOUT ANEXPRESS OR IMPLIED
WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE IMPLIED WARRANTIES OF
MERCHANTIBILITY AND FITNESS FOR A PARTICULAR PURPOE.

F. Carnegie-Mellon University

Provided with this product is certain BOOTP Relaftware developed by Carnegie-Mellon University.

G.Random.c

PR 30872 B Kesner created May 5 2000
PR 30872 B Kesner June 16 2000 moved batch_entpopgess to own task iWhirlpool to make code
more efficient

random.c -- A strong random number generator
Version 1.89, last modified 19-Sep-99
Copyright Theodore Ts’o, 1994, 1995, 1996, 199B819999. All rights reserved.

Redistribution and use in source and binary formith or without modification, are permitted provitle
that the following conditions are met:

1. Redistributions of source code must retain tiwra copyright notice, and the entire permissioticeo
in its entirety, including the disclaimer of warti&s.

2. Redistributions in binary form must reproduce #étbove copyright notice, this list of conditiomslahe
following disclaimer in the documentation and/dnext materials provided with the distribution.

3. The name of the author may not be used to eadwrgromote products derived from this software
without specific prior written permission. ALTERNAWELY, this product may be distributed under the
terms of the GNU Public License, in which caseph®visions of the GPL are required INSTEAD OF the
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above restrictions. (This clause is necessary daepbtential bad interaction between the GPL had t
restrictions contained in a BSD-style copyright.)

THIS SOFTWARE IS PROVIDED “AS IS” AND ANY EXPRESSRIMPLIED WARRANTIES,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, ALL OF WHICARE HEREBY DISCLAIMED. IN
NO EVENT SHALL THE AUTHOR BE LIABLE FOR ANY DIRECTINDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLDING, BUT NOT LIMITED
TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES;3®O0F USE, DATA, OR PROF-
ITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED ANDNOANY THEORY OF LIABIL-
ITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT(INCLUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF T8 SOFTWARE, EVEN IF NOT
ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

Apptitude, Inc.

Provided with this product is certain network moriitg software (“MeterWorks/RMON?”) licensed from
Apptitude, Inc., whose copyright notice is as foléo Copyright (C) 1997-1999 by Apptitude, Inc. All
Rights Reserved. Licensee is notified that Appgiudc. (formerly, Technically Elite, Inc.), a Calinia
corporation with principal offices at 6330 San IgieAvenue, San Jose, California, is a third paspe-
ficiary to the Software License Agreement. The Bions of the Software License Agreement as applied
to MeterWorks/RMON are made expressly for the bigné#Apptitude, Inc., and are enforceable by
Apptitude, Inc. in addition to Alcatel-Lucent. INONEVENT SHALL APPTITUDE, INC. OR ITS
SUPPLIERS BE LIABLE FOR ANY DAMAGES, INCLUDING COSI OF PROCUREMENT OF
SUBSTITUTE PRODUCTS OR SERVICES, LOST PROFITS, ORYASPECIAL, INDIRECT,
CONSEQUENTIAL OR INCIDENTAL DAMAGES, HOWEVER CAUSEND ON ANY THEORY
OF LIABILITY, ARISING IN ANY WAY OUT OF THIS AGREEMENT.

Agranat

Provided with this product is certain web servdtveare (“EMWEB PRODUCT?") licensed from Agranat
Systems, Inc. (“Agranat”). Agranat has granted koafel-Lucent certain warranties of performance,
which warranties [or portion thereof] Alcatel-Lu¢erow extends to Licensee. IN NO EVENT,
HOWEVER, SHALL AGRANAT BE LIABLE TO LICENSEE FOR AN INDIRECT, SPECIAL, OR
CONSEQUENTIAL DAMAGES OF LICENSEE OR A THIRD PARTXGAINST LICENSEE ARIS-
ING OUT OF, OR IN CONNECTION WITH, THIS DISTRIBUTIN OF EMWEB PRODUCT TO
LICENSEE. In case of any termination of the Sofevhaicense Agreement between Alcatel-Lucent and
Licensee, Licensee shall immediately return the BBMBAProduct and any back-up copy to Alcatel-
Lucent, and will certify to Alcatel-Lucent in wnitg that all EMWEB Product components and any copies
of the software have been returned or erased bm#mory of Licensee’s computer or made non-read-
able.

RSA Security Inc.

Provided with this product is certain security sa@ite (“RSA Software”) licensed from RSA SecuritgIn
RSA SECURITY INC. PROVIDES RSA SOFTWARE “AS IS” WHOUT ANY WARRANTY WHAT-
SOEVER. RSA SECURITY INC. DISCLAIMS ALL WARRANTIESEXPRESS, IMPLIED OR STAT-
UTORY, AS TO ANY MATTER WHATSOEVER INCLUDING ALL IMPLIED WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSEMD NON-INFRINGEMENT OF
THIRD PARTY RIGHTS.
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K. Sun Microsystems, Inc.

This product contains Coronado ASIC, which includemmponent derived from designs licensed from
Sun Microsystems, Inc.

L. Wind River Systems, Inc.

Provided with this product is certain software (fRtlime Module”) licensed from Wind River Systems,
Inc. Licensee is prohibited from: (i) copying tharRTime Module, except for archive purposes consis-
tent with Licensee’s archive procedures; (ii) tfansng the Run-Time Module to a third party agdasm
the product; (iii) modifying, decompiling, disassgling, reverse engineering or otherwise attemptting
derive the source code of the Run-Time Module; éxporting the Run-Time Module or underlying tech-
nology in contravention of applicable U.S. and fgneexport laws and regulations; and (v) usingRlua-
Time Module other than in connection with operatidrthe product. In addition, please be advisett tha
(i) the Run-Time Module is licensed, not sold anattAlcatel-Lucent and its licensors retain owngrsti

all copies of the Run-Time Module; (i) WIND RIVEBISCLAIMS ALL IMPLIED WARRANTIES,
INCLUDING WITHOUT LIMITATION THE IMPLIED WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE, (iii) The SOFTWERICENSE AGREEMENT
EXCLUDES LIABILITY FOR ANY SPECIAL, INDIRECT, PUNITVE, INCIDENTAL AND CONSE-
QUENTIAL DAMAGES; and (iv) any further distributioaf the Run-Time Module shall be subject to the
same restrictions set forth herein. With respedthéoRun-Time Module, Wind River and its licensars
third party beneficiaries of the License Agreemamd the provisions related to the Run-Time Moduée a
made expressly for the benefit of, and are enfdneday, Wind River and its licensors.

M.Network Time Protocol Version 4

The following copyright notice applies to all filesllectively called the Network Time Protocol Viers 4
Distribution. Unless specifically declared othemvia an individual file, this notice applies aghé text
was explicitly included in the file.

* * * * Kkkkkkkkkkkkkkkkkkkkk

* *

* Copyright (c) David L. Mills 1992-2003 *

* *

* Permission to use, copy, modify, and distribute t his software and *
* its documentation for any purpose and without fee is hereby *

* granted, provided that the above copyright notice appearsinall *
* copies and that both the copyright notice and thi S permission *
* notice appear in supporting documentation, and th at the name *
* University of Delaware not be used in advertising or publicity ~ *

* pertaining to distribution of the software withou t specific, *

* written prior permission. The University of Delaw are makes no *
* representations about the suitability this softwa re for any *

* purpose. It is provided "as is" without express o r implied *

* warranty. *

* *
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N.Remote-ni

Provided with this product is a file (part of GDB)e GNU debugger and is licensed from Free So&war
Foundation, Inc., whose copyright notice is asofoll: Copyright (C) 1989, 1991, 1992 by Free Sofewar
Foundation, Inc. Licensee can redistribute thisvemfe and modify it under the terms of General Rubl
License as published by Free Software Foundation In

This program is distributed in the hope that it lwé useful, but WITHOUT ANY WARRANTY; without
even the implied warranty of MERCHANTABILITY or FNESS FOR A PARTICULAR PURPOSE.
See the GNU General Public License for more details

O.GNU Zip

GNU Zip -- A compression utility which compresshes files with zip algorithm.
Copyright (C) 1992-1993 Jean-loup Gailly.

BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, TRE IS NO WARRANTY FOR
THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLEAW. EXCEPT WHEN
OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERSMD/OR OTHER PARTIES
PROVIDE THE PROGRAM "AS IS" WITHOUT WARRANTY OF ANXIND, EITHER EXPRESSED
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPUED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOB. THE ENTIRE RISK AS TO
THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITHOU. SHOULD THE
PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF AINECESSARY SERVICING,
REPAIR OR CORRECTION.

P. FREESCALE SEMICONDUCTOR SOFTWARE LICENSE AGREEMENT

Provided with this product is a software also kn@g8rDINK32 (Dynamic Interactive Nano Kernel for
32-bit processors) solely in conjunction with trevelopment and marketing of your products which use
and incorporate microprocessors which implemenPihwerPC (TM) architecture manufactured by
Motorola. The licensee comply with all of the fallimg restrictions:

1. This entire notice is retained without alteratio any modified and/or redistributed versions.

2. The modified versions are clearly identifiedsash. No licenses are granted by implication, gstbpr
otherwise under any patents or trademarks of Mdotoc.

The SOFTWARE is provided on an "AS IS" basis antheut warranty. To the maximum extent permit-
ted by applicable law, MOTOROLA DISCLAIMS ALL WARRKTIES WHETHER EXPRESS OR
IMPLIED, INCLUDING IMPLIED WARRANTIES OF MERCHANTABLITY OR FITNESS FOR A
PARTICULAR PURPOSE AND ANY WARRANTY AGAINST INFRINEMENT WITH REGARD

TO THE SOFTWARE (INCLUDING ANY MODIFIED VERSIONS THREOF) AND ANY ACCOM-
PANYING WRITTEN MATERIALS.To the maximum extent paitted by applicable law, IN NO
EVENT SHALL MOTOROLA BE LIABLE FOR ANY DAMAGES WHATSOEVER.

Copyright (C) Motorola, Inc. 1989-2001 All rightsserved.
Version 13.1
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Q.Boost C++ Libraries
Provided with this product is free peer-reviewedaoe C++ source libraries.
Version 1.33.1
Copyright (C) by Beman Dawes, David Abrahams, 12083. All rights reserved.

THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTYF ANY KIND,
EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO TH WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSH,ITLE AND NON-
INFRINGEMENT. IN NO EVENT SHALL THE COPYRIGHT HOLDRS OR ANYONE
DISTRIBUTING THE SOFTWARE BE LIABLE FOR ANY DAMAGESOR OTHER
LIABILITY, WHETHER IN CONTRACT, TORT OR OTHERWISE,

ARISING FROM, OUT OF OR IN CONNECTION WITH THE SOMIARE OR THE USE
OR OTHER DEALINGS IN THE SOFTWARE.

R. U-Boot

Provided with this product is a software licensexhf Free Software Foundation Inc. This is used &s O
Bootloader; and located in on-board flash. Thigdpmt is standalone and not linked (statically onaiyi-
cally) to any other software.

Version 1.1.0
Copyright (C) 2000-2004. All rights reserved.

S. Solaris

Provided with this product is free software; Liceaxan redistribute it and/or modify it under therts of
the GNU General Public License.

Copyright (C) 1992-1993 Jean-loup Gailly. All righteserved.

T. Internet Protocol Version 6

Copyright (C) 1982, 1986, 1990, 1991, 1993. Thedreégof the University of California.
All rights reserved.

Redistribution and use in source and binary fornmth or without modification, are permit-
ted provided that the following conditions are met:

1. Redistributions of source code must retain tiwva copyright notice, this list of condi-
tions and the following disclaimer.

2. Redistributions in binary form must reproduce #toove copyright notice, this list of
conditions and the following disclaimer in the domntation and/or other materials provided
with the distribution.

3. All advertising materials mentioning featuresuse of this software must display the
following acknowledgement: This product includeftware developed by the University of
California, Berkeley and its contributors.
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4. Neither the name of the University nor the naofats contributors may be used to
endorse or promote products derived from this sarivwvithout specific prior written
permission.

THIS SOFTWARE IS PROVIDED BY THE REGENTS AND CONTBRUTORS “AS IS" AND ANY
EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOTIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARICULAR PURPOSE ARE
DISCLAIMED. IN NO EVENT SHALL THE REGENTS OR CONTBIUTORS BE LIABLE. FOR
ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLAR/, OR CONSEQUENTIAL.
DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENTOF SUBSTITUTE GOODS.
OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BNESS INTERRUPTION). HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN G®NTRACT, STRICT. LIABIL-
ITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARBING IN ANY WAY OUT OF
THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE BSIBILITY OF SUCH DAMAGE.

The copyright of the products such as crypto, dhep, netinet, netinet6, netley, netwrs, libineté same
as that of the internet protocol version 6.

CURSES

Copyright (C) 1987. The Regents of the Universitgalifornia. All rights reserved.

Redistribution and use in source and binary forregparmitted provided that the above copyrightaeti
and this paragraph are duplicated in all such fantsthat any documentation, advertising materaaid,
other materials related to such distribution arelaknowledge that the software was developedéy th
University of California, Berkeley. The name of tHaiversity may not be used to endorse or promote
products derived from this software without specfitior written permission.

ZModem

Provided with this product is a program or codd i@ be used without any restriction.

Copyright (C) 1986 Gary S. BrowAll rights reserved.

W.Boost Software License

X.

Provided with this product is reference implemaatatso that the Boost libraries are suit-
able for eventual standardizatiduost works on any modern operating system, inogidiNIX and
Windows variants.

Version 1.0

Copyright (C) Gennadiy Rozental 2005. All rightseeved.

OpenlLDAP

Provided with this software is an open source imy@ietation of the Lightweight Directory Access Proto
col (LDAP).

Version 3

Copyright (C) 1990, 1998, 1999, Regents of the Brsity of Michigan, A. Hartgers, Juan C. Gomez. All
rights reserved.
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This software is not subject to any license of Bnven University of Technology.Redistribution arstu
in source and binary forms are permitted only dbanzed by the OpenLDAP Public License.

This software is not subject to any license ofc®ii Graphics Inc.or Purdue University. Redistribatand
use in source and binary forms are permitted withestriction or fee of any kind as long as thisiceis
preserved.

BITMAP.C

Provided with this product is a program for perdamal non-profit use.

Copyright (C) Allen I. Holub, All rights reserved.

University of Toronto

Provided with this product is a code that is madifspecifically for use with the STEVIE editor. Pés-
sion is granted to anyone to use this softwaraifgrpurpose on any computer system, and to reulistri
it freely, subject to the following restrictions:

1. The author is not responsible for the conseqeentuse of this software, no matter how awfurei
they arise from defects in it.

2.The origin of this software must not be misreprésd, either by explicit claim or by omission.

3. Altered versions must be plainly marked as sanld, must not be misrepresented as being the aligin
software.

Version 1.5

Copyright (C) 1986 by University of Toronto and tieh by Henry Spencer.

AA.Free/OpenBSD

Copyright (c) 1982, 1986, 1990, 1991, 1993 The Regef University of California. All Rights Resene
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enabling 4-37
example 4-36
flapping 4-36
route map policies
assigning to peers  4-51
creating 4-47
route reflection  4-40
configuring  4-42
redundant route reflectors  4-42
routers
area border routers  1-9, 2-10
AS boundary routers  1-9, 2-10
backbone routers  1-9
configuring OSPF  1-30, 1-31, 2-24
internal routers  1-9, 2-10
routing
DVMRP 6-1
multicast address boundaries  5-1
RP router 7-8

S

show ip bgp aggregate-addressommand  4-63
show ip bgpcommand  4-63

show ip bgp dampeningcommand ~ 4-63

show ip bgp dampening-stattommand  4-63
show ip bgp neighborscommand  4-63

show ip bgp neighbors policccommand  4-63
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show ip bgp neighbors statisticcommand  4-30
show ip bgp neighbors timercommand  4-63
show ip bgp networkcommand  4-35
show ip bgp pathcommand  4-63
show ip bgp policy aspath-listcommand  4-63
show ip bgp policy community-listcommand  4-63
show ip bgp policy prefix-listcommand  4-63
show ip bgp policy route-mapcommand  4-63
show ip bgp routescommand  4-63
show ip bgp statisticsccommand  4-63
show ip dvmrp command  6-11
show ip dvmrp interfacecommand  6-11
show ip dvrmp prune command  6-15
show ip mroute-boundarycommand  5-3, 5-8
show ip ospf area stulcommand  1-18, 2-16
show ip ospf interfacecommand  1-20, 2-16
show ip pim group-mapcommand  7-27
show ip pim sparsecommand  7-22
show ip redistcommand  4-63
show ipv6 bgp neighborcommand 4-81
show ipv6 bgp neighbors timerccommand  4-81
show ipv6 bgp networkcommand 4-74
show ipv6 bgp pathcommand 4-81
show ipv6 bgp routescommand  4-81
show ipv6 pim densecommand  7-33
show ipv6 redistcommand  4-76
Source-Specific Multicast (SSM)

see PIM-SSM
source-specific multicast addresses  5-4
specifications

BGP 4-3

DVMRP  6-2

IS-IS  3-2

multicast address boundaries ~ 5-2

OSPF 1-2,2-2

PIM 7-3

\'
Verify
DVMRP Configuration 6-17
virtual links ~ 1-9, 2-10
creating 1-23
deleting 1-23, 2-18
modifying 1-23, 2-18
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